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1
Introduction

1.1 Backgrounds

After the seminal paper by Diffie and Hellman [DH76], several cryptosystems
based on the number-theoretic problems were proposed, such as the RSA encryp-
tion scheme [RSA78], the ElGamal encryption scheme [ElG85], and etc. They
have succeeded in the real life and academic world. We have used them in the real
life and have taught cryptography with exemplifying them.

Although there were several cryptosystems based on combinatorial problems,
less attentions were payed on them than to number-theoretical ones. In my opinion,
one of reasons is their fragile lives; several cryptosystems were cryptanalysed with
the proposed parameters after a few years from their proposal. For example, the
Merkle–Hellman “knapsack” encryption scheme [MH78] and their variants were
soon cryptanalysed in the realistic parameters. The other of reasons is their ineffi-
ciency; the above attacks are against the proposed parameters and, hence, they need
the larger parameter sets to bear the attacks. In addition, their inherent structures
yield huge public keys, say the quadratic or cubic order of the security parameter.

This situation was changed externally by a new threat on number-theoretical
cryptosystems, i.e., Shor’s quantum attacks [Sho97]. These schemes were shed by
the light and provided much attentions. After this new threat, many researchers
have made strenuous efforts to construct secure schemes and found several combi-
natorial problems suiting to do.

An attractive one of them is lattice-based cryptography; it appeared in 1996
to construct one-way functions with average-case/worst-case equivalence in Aj-
tai [Ajt96], which rarely appears in number-theoretic problems and other com-
binatorial problems. Lattices have already appeared as the cryptanalytic tools in
cryptography. See the surveys [Cai98a, NS01].
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1.2. PRELIMINARIES

Lattice-based cryptography have bloomed in this two decades; we have ob-
tained hash functions, digital signatures, public-key encryptions, identity-based
primitives, and etc. and they enjoyed average-case/worst-case equivalences, that
is, their securities are based on the worst-case hardness of certain lattice problems.

In this thesis, we will review them and give some intuitions on the constructions
of them. The organization of this thesis is inSection 1.3. We first prepare the
notions and notation.

1.2 Preliminaries

In this section, we review basic notions and notation on probabilities, distributions,
hash functions, and protocols which will appear in this thesis.

1.2.1 Basic notions and notation

We define a negligible amount inn as an amount that is asymptotically smaller
thann−c for any constantc > 0. More formally, We say a functionf (n) is a negli-
gible function inn if lim n→∞ nc f (n) = 0 for anyc > 0. Similarly, a non-negligible
amount is one which is at leastn−c for somec > 0. We denote byn the security pa-
rameter of cryptographic schemes throughout this paper, which corresponds to the
rank of the underlying lattice problems. We say that a problem is hard in the worst
case if there exists no probabilistic polynomial-time algorithm solves the problem
in the worst case with non-negligible probability. We sometimes useÕ(g(n)) for
any functiong in n as O(g(n)·polylog(g(n))). We assume that all random vari-
ables are independent and uniform. For a positive integern, let [n] denote a set
{1,2, . . . ,n}.

Vectors will be denoted by bold italic, saya, b, c, etc. Polynomials are denoted
by bold roman, saya,b, c. In addition, we denote vectors of polynomials by bold
italic with a check,ǎ, b̌, č, etc. We denote matrices by upper bold italic such as
A, B,C.

To denote a column vector with elements, we write elements in parentheses;
a = (a1, . . . ,am). If a row vector, we denote by [a1, . . . ,am], elements in brackets.
We often compose a matrix. If we writeA = [ A1|A2] with A1 ∈ Sn×m and A2 ∈
Sn×l , A is ann by (m+ l) matrix. If we write A = [ A1; A2] whereA1 is ann by m
andA2 is anl by m thenA is an (n + l) by mmatrix.

For any p ≥ 1, the lp norm of a vectorx = t(x1, . . . , xn) ∈ Rn, denoted by
‖x‖p, is (

∑
i∈[n] xp

i )1/p. For ease of notation, we define‖x‖ := ‖x‖2. The l∞ norm
is defined as‖x‖∞ = limp→∞ ‖x‖p = maxi∈[n] |xi |. Let wH(x) denote the Hamming
weight ofx, i.e., the number of non-zero elements inx. LetS(m,w) denote the set
of binary vectors in{0,1}m whose Hamming weights are exactly equal tow, i.e.,
S(m,w) := {x ∈ {0,1}m | wH(x) = w}. We denote the concatenation of two vectors
or stringsv1 andv2 by v1 ◦ v2.

Bp
n(c, r) denotes ann-dimensional ball centeredc ∈ Rn and with radiusr ≥ 0

2



1.3. ORGANIZATION

in the lp norm. We dropn if the dimensionn is not ambiguous in the context. We
drop p if p = 2 and dropc if the center is the origin, that is,c = 0.

1.2.2 Probabilities and Distributions

Let φ1 andφ2 be two probability density functions on a finite setS. We often
let φ1 indicate a distribution corresponding to probability density functionφ1,
vice verse. We define the statistical distance between two distributionsφ1 and
φ2 as ∆(φ1, φ2) := 1

2

∑
x∈S |φ1(x) − φ2(x)|. Given two distributionsφ1 and φ2

overRm, which are continuous, we define the statistical distance between them
as∆(φ1, φ2) := 1

2

∑
x∈Rm |φ1(x) − φ2(x)|dx. We also use the same notation for two

arbitrary functions. Note that the acceptance probability of any algorithm on inputs
from X differs from its acceptance probability on inputs fromY by at most∆(X,Y).

If A(·, ·, . . . ) is a randomized algorithm, theny← A(x1, x2, . . . ; r) means thaty
is assigned the unique output of the algorithm on inputsx1, x2, . . . and coinsr. We
often use the notationy← A(x1, x2, . . . ) as shorthand for first pickingr at random
and then settingy ← A(x1, x2, . . . , ; r). If S is a finite set thens ← S indicates
that s is chosen uniformly at random fromS. If D is a distribution thenx ← D
indicates thatx is chosen according to the distributionD.

We say two distributionsD1 andD2 areperfectly indistinguishableif D1 = D2,
denoted byD1 ≈P D2. They arestatistically indistinguishableif ∆(D1,D2) is
negligible in the security parametern, that is,∆(D1,D2) ≤ n−ω(1). We denote them
by D1 ≈S D2. They arecomputationally indistinguishableif for any polynomial-
time algorithmA,

∣∣∣Pr[A(1n,X1) = 1] − Pr[A(1n,X2) = 1]
∣∣∣ ≤ n−ω(1),

whereXi is a random variable distributed according toD1 for i = 1, 2 and the
probabilities are taken byX, Y, and coins ofA. We denote them byD1 ≈C D2.

Let X be a random variable over a setS. Themin-entropyof X is defined by

H∞(X) = − log max
x∈S

Pr[X = x].

If H∞(X) is log|S|, X is distributed uniformly overS.

1.3 Organization

Chapter 2reviews lattices, lattice problems, and relations and reductions among
the problems.Chapter 3also reviews ideal lattices, and more. InChapter 4, we
review hash functions based lattice problems and ideal lattice problems. InChap-
ter 5, we introduce simple string commitment schemes based on lattice problems.
Chapter 6gives two identification schemes which are variants of Stern’s identifica-
tion schemes and based on lattice and ideal lattice problems. Based on these two
schemes, we construct ad hoc identification schemes inChapter 8. As an interlude,

3



1.3. ORGANIZATION

we point out that Stern’s scheme yields zero-knowledge and proof-of-knowledge
protocols for NTRU inChapter 9. Chapter 10summarizes trapdoor generation al-
gorithms by Ajtai and by Alwen and Peikert and propose ideal versions of the trap-
door generation algorithms.Chapter 11reviews the signature scheme by Gentry,
Peikert, and Vaikuntanathan, which employs the above trapdoor generation algo-
rithms, and constructs a compact signature scheme following them. Combining
the signature schemes and the Micciancio-Vadhan identification scheme, we ob-
tain two identity-based identification scheme inChapter 7. Survey on public-key
encryption, key-encapsulation mechanism, and identity-based encryption schemes
based on lattice problems appear inChapter 12, Chapter 13, andChapter 14, re-
spectively. Chapter 15proposes new lattice-based proxy re-encryption schemes,
which are based on several encryption schemes.

4



2
Lattices

Organization: Section 2.1give the basic definitions and notions on lattices.Sec-
tion 2.2reviews the problems on lattice appeared in the literature. InSection 2.3,
we briefly review the results on the hardness of lattice problems. InSection 2.4,
we give the review of the average-case/worst-case reductions.

2.1 Lattices

We first review fundamental notions of lattices.
A lattice is a discrete additive subgroup ofRm. Formally, ann-dimensional

lattice Λ in Rm is the setL(b1, . . . , bn) = {∑i∈[n] αi bi | αi ∈ Z} of all integral
combinations ofn linearly independent vectorsb1, . . . , bn ∈ Rm. The sequence
of vectorsb1, . . . , bn is called abasisof the latticeΛ = L(B) and denoted by
B = [b1, . . . , bn], whereB is anm by n matrix. Using this notation, we can write
Λ = {Bx | x ∈ Zn}. Notice that a lattice has infinitely many bases. This can
be confirmed by checking thatBU is also a basis ofL for any unimodular matrix
U ∈ Zn×n, which is a matrix with determinant−1 or 1. In this thesis, we only
consider the full-rank lattices, ann-dimensional lattice inRn.

Thedual lattice ofΛ, denoted byΛ∗, is Λ∗ = {x ∈ Rn : ∀v ∈ Λ, 〈x, v〉 ∈ Z}. It
can be verified that (Λ∗)∗ = Λ. If B is a basis ofΛ, then the basis of the dual lattice
is B∗ = (B−1)T .

For any setS = {s1, . . . , sn} ⊂ Rn of linearly independent vectors, letS̃ =

{s̃1, . . . , s̃n} be its Gram-Schmidt orthogonalization: for eachi ∈ [n],

s̃i =


s1, if i = 1,

si −∑
j∈[i−1]

〈si ,s̃j〉
〈s̃j ,s̃j〉 s̃j , otherwise

.
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2.1. LATTICES

Note that‖s̃i‖ ≤ ‖si‖ for any i ∈ [n].
In the l2 norm, for any full-rank setS ⊂ Λ, there is a basisT of Λ such that

‖T̃‖ ≤ ‖S̃‖ ≤ ‖S‖.
Lemma 2.1.1 (Lemma 7.1, page 129, [MG02]). There is a deterministic
polynomial-time algorithmMGReduce that, given an arbitrary basisB of an n-
dimensional latticeΛ and a full-rank set of lattice vectorsS ⊂ Λ, outputs a basis
T of Λ such that‖ t̃ i‖ ≤ ‖s̃i‖ for all i ∈ [n].

Additionally, the Gram-Schmidt orthogonalization of a basis and its dual are
closely related.

Lemma 2.1.2 ([Reg04a, Lecture 8]). Let {b1, . . . , bn} be an basis ofΛ and let

{d1, . . . , dn} be its dual basis in reversed order (di = b∗n−i+1). Thend̃i = b̃i/
∥∥∥b̃i

∥∥∥2

for all i ∈ [n].

For more details on lattices, see the textbook by Micciancio and Gold-
wasser [MG02].

2.1.1 Lattice Constants

There are several constants for lattices which are independent of representations.
The most fundamental one is the length of the shortest vector. This is generalized
as successive minimaλp

i (Λ) for i ∈ [n]: For everyi, thei-th minimumλ
p
i (Λ) is the

radius of the smallest sphere centered in the origin containingi linearly indepen-
dent lattice vectors, that is,

λ
p
i (Λ) = min{r : dim(span(Λ ∩ Bp(r))) ≥ i}.

Settingi = 1, λp
1(Λ) stands for the length of the shortest vector in the latticeΛ in

the lp norm.
The definition of the covering radiusµ(Λ) is given by

µ(Λ) = max
xp∈Rn
{dist(x,Λ)}.

The name is from the fact that
⋃

v∈Λ Bp(v, µ(Λ)) = Rn.
Another lattice constant is the length of the shortest basis ofΛ, blp(Λ). This is

defined as
blp(Λ) = min

B:a basis ofΛ
‖B‖p = min

B:a basis ofΛ
max
i∈[n]
‖bi‖ .

In addition, we can define the Gram-Schmidt minimum as

b̃l
p
(Λ) = min

B:a basis ofΛ
‖B̃‖p = min

B:a basis ofΛ
max
i∈[n]
‖b̃i‖.

This constant is introduced explicitly in [GPV08] and implicitly in [Cai98b].
The smoothing parameter was defined by Micciancio and Regev [MR07]. Let

us consider the Gaussian function with variances and centerc ∈ Rn ρs,c(x) =

6



2.1. LATTICES

exp(−π ‖x − c‖2 /s2). Let us define the Gaussian distributionνs,c = ρs,c/sn. (we
have

∫
x∈Rn νs,c(x)dx = 1.) For a countable setS ⊆ Rn, we extend the definition of

ρs,c asρs,c(S) =
∑

x∈S ρs,c(x). If c = 0, we often dropc from ρs,c andνs,c.

Definition 2.1.3. For ann-dimensional latticeΛ, and positive realε > 0, we define
its smoothing parameterηε(Λ) to be the smallestssuch thatρ1/s(Λ∗ \ {0}) ≤ ε.

As noted in [MR07], ρ1/s(Λ∗ \ {0}) is a continuous and strictly decreasing func-
tion of s: lims→0 ρ1/s(Λ∗ \ {0}) = ∞ and lims→∞ ρ1/s(Λ∗ \ {0}) = 0. Then,ηε(Λ) is
also a continuous and strictly decreasing function ofε. This parameter was named
as “smoothing,” sinceDs,c modP(B) is almost uniformly distributed overP(B).
Precisely, we have the following lemma.

Lemma 2.1.4([MR07]). For any s > 0, c ∈ Rn, and a latticeΛ = L(B), the
statistical distance betweenνs,c modP(B) and the uniform distribution overP(B)
is at most1

2ρ1/s(Λ∗ \ {0}). In particular, for anyε > 0 and anys ≥ ηε(Λ), the
statistical distance is at most

∆(νs,c modP(B),U(P(B))) ≤ ε/2.
For ann-dimensional latticeΛ and a lattice vectorx ∈ Λ, we define

DΛ,s,c(x) =
νs,c(x)
νs,c(Λ)

=
ρs,c(x)
ρs,c(Λ)

.

These quantities relate to each other. For example, we have the following rela-
tions.

Lemma 2.1.5([GPV08] etc.). For anyn-dimensional latticeΛ,

λ1(Λ) ≤ b̃l(Λ) ≤ λn(Λ) ≤ 2µ(Λ) ≤ √n · b̃l(Λ).

The following relations with the smoothing parameter play important roles in
the reductions.

Lemma 2.1.6 (Lemma 3.2 [MR07]). For any n-dimensional latticeΛ, ηε(Λ) ·
λ1(Λ∗) ≤ √n, whereε = 2−n.

Lemma 2.1.7 (Lemma 3.1 [GPV08] and Lemma 3.2 [MR07]). For any n-
dimensional latticeΛ and positive realε > 0

ηε(Λ) ≤ b̃l(Λ) ·
√

1
π

ln(2n(1 + 1/ε)) ≤ λn(Λ) ·
√

1
π

ln(2n(1 + 1/ε)).

In particular, for anyg(n) = ω(logn), there exists a negligible functionε(n) such
thatηε(Λ) ≤ √

g(n) · b̃l(Λ) ≤ √
g(n) · λn(Λ).

Notice that, forε ∈ (0,1), we have that
√

1
π

ln(2n(1 + 1/ε)) ≤
√

ln(4nε−1).

7



2.1. LATTICES

Hence, for anyg(n) = ω(logn), we have that
√

ln(4nε−1) ≤
√

g(n)

by settingε(n) = 4n−g(n)/ ln(n)+1 = n−ω(1).
The following lemma clarifies the tighter relation betweenηε(Λ) andλ∞1 (Λ∗).

Lemma 2.1.8([Pei07, Lemma 3.5] using [Ban95]). For anyn-dimensional lattice
Λ and positive realε > 0

ηε(Λ) ≤

√
1
π ln(2n(1 + 1/ε))

λ∞1 (Λ∗)
.

In particular, for anyg(n) = ω(logn), there exists a negligible functionε(n) such
thatηε(Λ) ≤ √

g(n)/λ∞1 (Λ∗).

More on the smoothing parameter and Gaussian distributions: The next im-
portant property ofηε is the bound onDΛ,s,c; for s≥ ηε(Λ) the output has the norm
at mosts

√
n with overwhelming probability.

Lemma 2.1.9([MR07, Lemma 4.4]). For anyn-dimensional latticeΛ, point c ∈
Rn, and realsε ∈ (0,1) ands≥ ηε(Λ),

Pr
x←DΛ,s,c

[‖x − c‖ > s
√

n] ≤ 1 + ε

1− ε · 2
−n.

Micciancio and Regev also boundedρs,c(Λ) by ρs(Λ).

Lemma 2.1.10 ([MR07] implicit in Lemma 4.4, see [GPV08]). For any n-
dimensional latticeΛ, point c ∈ Rn, and realsε ∈ (0, 1) ands≥ ηε(Λ),

ρs,c(Λ) ∈
[
1− ε
1 + ε

, 1

]
· ρs(Λ).

We have another property of the smoothing parameter onDΛ,s, which was
shown in the proof of [Reg09, Lemma 3.11]. Let us consider the distribution
B−1DΛ,s modq; (1) take a sampley from DΛ,s and (2) outputB−1y modq. Since
y is in Λ, the output lies inZn

q.

Lemma 2.1.11 (Implicit in the proof of Lemma 3.11, [Reg09]). For any n-
dimensional latticeΛ, realsε ∈ (0,1/2) ands> qηε(Λ),

∆(B−1DΛ,s modq,U(Zn
q)) ≤ ε

1− ε .

Proof. The proof is the same as the one of Regev [Reg09]. Let A be a random
variable distributed according toB−1DΛ,s modq. Then, for anya ∈ Zn

q,

Pr
A

[A = a] =
ρs(qΛ + Λa)∑

b∈Zn
q
ρs(qΛ + Λb)

.
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2.2. LATTICE PROBLEMS

Suppose that we takessufficiently large satisfyingηε(Λ) < s/q, that is,ηε(qΛ) < s.
By the claim below in [Reg09], we have that

ρs(qΛ + Λa) ∈ (1± ε)sn det((qΛ)∗) = (1± ε)(s/q)n det(Λ∗).

Hence,

Pr
A

[A = a] ∈ (1± ε)(s/q)n det(Λ∗)∑
b(1∓ ε)(s/q)n det(Λ∗)

=

[
1− ε
1 + ε

,
1 + ε

1− ε
]
· q−n.

In addition, we have
∣∣∣1− (1+ε

1−ε )
∣∣∣ = 2ε

1−ε and
∣∣∣1− (1−ε

1+ε )
∣∣∣ = 2ε

1+ε . Therefore, the statis-
tical distance is at most

∆(A,U(Zn
q)) ≤ ε

1− ε
and this completes the proof.

Claim 2.1.12(Claim 3.8, [Reg09]). For any latticeΛ, point c ∈ Rn, and any reals
ε > 0 ands≥ ηε(Λ),

(1− ε)sn det(Λ∗) ≤ ρs(Λ + c) ≤ (1 + ε)sn det(Λ∗).

�

By the similar argument, we can show the following generalized lemma.

Lemma 2.1.13(Corollary 2.8, [GPV08]). Let Λ andΛ′ ben-dimensional lattices
with Λ′ ⊆ Λ. Then for anyε ∈ (0,1/2), anys≥ ηε(Λ′), and anyc ∈ Rn,

∆(DΛ,s,c modΛ′,U(Λ modΛ′)) ≤ 2ε.

The final lemma ensures the min-entropy ofDΛ,s,c.

Lemma 2.1.14([PR06]). For any n-dimensional latticeΛ, point c ∈ Rn, reals
ε > 0 ands≥ 2ηε(Λ), and for everyx ∈ Λ,

DΛ,s,c(x) ≤ 1 + ε

1− ε · 2
−n.

In particular, for ε < 1/3, the min-entropy ofDΛ,s,c is at leastn− 1.

2.2 Lattice Problems

We give the definitions of well-known lattice problems, the Shortest Vector Prob-
lem (SVPp) and its approximation version (SVPp

γ):

Definition 2.2.1 (Shortest Vector Problem, SVP). The problem SVPp is, given a
basisB of a latticeΛ, finding the shortest non-zero vectorv in Λ in the lp norm.

Definition 2.2.2 (Approximation version of SVP). The problem SVPpγ is, given a
basisB of a latticeΛ, finding a non-zero vectorv in Λ such that for any non-zero
vectorx in Λ, ‖v‖p ≤ γ ‖x‖p.

9



2.2. LATTICE PROBLEMS

We next give the definition of the gap version of SVPp
γ .

Definition 2.2.3(Gap version of SVP, GapSVP). For a gap functionγ, an instance
of GapSVPp

γ is a pair (B, d) whereB is a basis of a latticeΛ andd is a rational
number. In YES input there exists a vectorv ∈ Λ \ {0} such that‖v‖p ≤ d, that is,
λ

p
1(Λ) ≤ d. In NO input, for any vectorv ∈ Λ \ {0}, ‖v‖p > γd, that is,λp

1(Λ) > γd.

Apparently, the smallerγ, the harder the problems, SVPγ and GapSVPγ, are.
Peikert also define the variant of GapSVP,ζ-to-γ-GapSVP in which we are

given a lattice having a vector shorter thanζ(n).

Definition 2.2.4 (GapSVPζ,γ). For functionsζ(n) ≥ γ(n) ≥ 1, an input toζ-to-γ-
GapSVP, GapSVPζ,γ, is a pair (B,d), where:

• B is a basis of ann-dimensional latticeΛ for whichλ1(Λ) ≤ ζ(n),

• mini ‖b̃i‖ ≥ 1, and

• 1 ≤ d ≤ ζ(n)/γ(n).

It is a YES instance ifλ1(Λ) ≤ d, and is a NO instance ifλ1(Λ) > γ(n) · d.

Note that, for anyζ(n) ≥ 2n/2, GapSVPζ,γ is at least hard as GapSVPγ, since
we can reduce the basis so thatλ1(Λ) ≤ ‖bi‖ ≤ 2n/2 · mini ‖b̃i‖ by using the LLL
algorithm [LLL82].

The shortest independent vectors problem gives also the base of the crypto-
graphic scheme.

Definition 2.2.5 (Shortest Independent Vectors Problem, SIVP). The problem
SIVPp is, given a basisB of a latticeΛ, finding the shortest independent vectorsS
in Λ in the lp norm. That is, findingSsuch that‖S‖p = λ

p
n(Λ).

Definition 2.2.6(Approximation version of SIVP). The problem SVPpγ is, given a
basisB of a latticeΛ, finding independent vectorsSsuch that‖S‖p ≤ γ · λp

n(Λ).

The above definition is generalized with some lattice constantφ.

Definition 2.2.7(Generalized Independent Vectors Problem, GIVP). The problem
GIVPφ,pγ is, given a basisB of a latticeΛ, finding n linearly independent vectors
S⊂ Λ such that‖S‖p ≤ γ · φ(Λ).

The Closest Vector Problem (CVPp) also often appeared in the lattice-based
cryptography. We give the definitions of CVPp, the approximation version CVPpγ ,
and the gap version GapCVPp

γ .

Definition 2.2.8 (Closest Vector Problem, CVP). The problem CVPp is, given a
basisB of a latticeΛ and a target vectort, finding the closest vectorv in Λ to t in
the lp norm, that is, finding a vectorv such that for anyx ∈ Λ, ‖v− t‖p ≤ ‖x − t‖.
Definition 2.2.9(Approximation version of CVP). The problem CVPpγ is, given a
basisB of a latticeΛ and a target vectort, finding a vectorv in Λ such that for any
vectorx in Λ, ‖v− t‖p ≤ γ ‖x − t‖p.
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Definition 2.2.10 (Gap version of CVP, GapCVP). For a gap functionγ, an in-
stance of GapCVPpγ is a triplet (B, t, d) whereB is a basis of a latticeΛ, t is a
target vector inQm, andd is a rational number. In YES input there exists a vector
v ∈ Λ such that‖v− t‖p ≤ d. In NO input, for any vectorv ∈ Λ, ‖v− t‖p > γd.

In addition, we give the definition of Bounded Distance Decoding problem, a
promise version of CVP.

Definition 2.2.11 (Bounded Distance Decoding, BDD). The problem BDD is,
given a basisB of an n-dimensional latticeΛ, a reald > 0, and a target point
t ∈ Rn such that dist(t,Λ) ≤ d, finding the close lattice vectorv ∈ Λ such that
‖v− t‖ ≤ d.

We can give a generalized version of bounded distance decoding as follows:

Definition 2.2.12(Guaranteed Distance Decoding GDDφ,p
γ ). The problem GDDφ,pγ

is, given a basisB of a latticeΛ and a target pointt ∈ Rn, finding a lattice vector
v ∈ Λ such that‖v− t‖p ≤ γφ(Λ).

Computing covering radius for any lattice is also hard problem. We give the
definitions of the covering radius problem and its gap version.

Definition 2.2.13(Covering Radius Problem, CRP). The problem CRPp is, given
a basisB of a latticeΛ, finding the covering radiusµ(Λ) of the latticeΛ.

Definition 2.2.14(Gap version of Covering Radius Problem, GapCRPγ). For a gap
functionγ, an instance of GapCRPp

γ is a pair (B, d) whereB is a basis of a latticeΛ
andd is a rational number. In YES inputs,µ(Λ) ≤ d and in NO inputs,µ(Λ) > γ ·d.

Micciancio and Regev defined a new problem, incremental guaranteed distance
decoding problem, IncGDD which is the variant of IncSIVP in Ajtai [Ajt96].

Definition 2.2.15(Incremental Guaranteed Distance Decoding, IncGDD [MR07]).
An input to IncGDDp,φ

γ,g is a quadruplet (B,S, t, r), whereB is a basis for a full-rank
latticeΛ in Rn, S ⊂ Λ is a full-rank set of lattice vectors,t ∈ Rn is a target point,
andr is a real withr > γ · φ(Λ). The problem is finding a lattice vectorv ∈ Λ such
that‖v− t‖p ≤ 1

g ‖S‖p + r.

Gentry, Peikert, and Vaikuntanathan [GPV08] pointed out that a slightly sim-
pler problem suffices for the reductions in Micciancio and Regev [MR07]. The
problem is incremental independent vectors decoding problem IncIVD defined as
follows:

Definition 2.2.16(Incremental Independent Vectors Decoding, IncIVD [GPV08]).
An input to IncIVDp,φ

γ,g is a triplet (B,S, t), whereB is a basis for a full-rank lattice
Λ in Rn, S ⊂ Λ is a full-rank set of lattice vectors such that‖S‖p ≥ γ · φ(B), and
t ∈ Rn is a target point. The problem is finding a lattice vectorv ∈ Λ such that
‖v− t‖p ≤ ‖S‖p /g.

Finally, we review the discrete Gaussian Sampling problem (DGS) in [Reg09].
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2.2. LATTICE PROBLEMS

Definition 2.2.17 (Discrete Gaussian Sampling, DGS [Reg09]). The problem
DGSφ is, given a basisB of ann-dimensional latticeΛ and a reals > φ(Λ), sam-
pling from DΛ,s.

Reductions from lattice problems toIncIVD

The basic reductions appeared in the textbook of Micciancio and Gold-
wasser [MG02]. We here show reductions from several lattice problems, GIVP,
GDD, GapCRP, and GapSVP to IncIVD. These problems will be the underlying
problems of several cryptographic primitives in this thesis through IncIVD.

Micciancio [Mic07] and Micciancio and Regev [MR07] showed these reduc-
tions to IncGDD. Gentry et al. [GPV08] improved the average-case/worst-case re-
ductions and noted that there are reductions from GIVP, GDD, GapCRP to IncIVD,
but they omitted the proofs. For completeness, we prove them by modifying the
proofs (or the proof sketches) in [Mic07, MR07].

Lemma 2.2.18. There is a lattice-preserving polynomial-time reduction from
GIVPφ,p4γ to IncIVDφ,p

γ,4.

Proof. The proof is an adapted version of the one in [Mic07, Lemma 4.6]. We
define the reduction algorithm as follows:

1. Scani ∈ [n] such that‖si‖p = ‖S‖p.

2. Let t be an orthogonal vector of length‖S‖p /2 to the hyperplane
span(s1, . . . , si−1, si+1, . . . , sn).

3. Invoke the oracleO on (B,S, t) and obtainv ∈ Λ.

4. If O fails outputS.

5. ReplaceSwith S′ = [s1, . . . , si−1, v, si+1, . . . , sn] and go to Step 1.

Suppose thatv is a valid solution of IncIVDφ,p
γ,4 on input (B,S, t). Then, we have

that‖v− t‖p ≤ ‖S‖p /4 and, hence,v is not included in the hyperplane spanned by
s1, . . . , si−1, si+1, . . . , sn, which shows the linear independence ofS′ ⊂ Λ. We also
have that‖v‖p ≤ ‖v− t‖p + ‖t‖p ≤ ‖S‖p /4 + ‖S‖ /2 = 3

4 ‖S‖p.
Hence, by repeating the above procedure until the oracleO fails, that is,

‖S‖p /4 ≤ γφ(Λ), and we obtain the short linearly independent vectorsS ⊂ Λ

with ‖S‖p ≤ 4γ · φ(Λ). �

Lemma 2.2.19. There is a lattice-preserving polynomial-time reduction from
GDDφ

2γ to IncIVDφ
γ,4.

Proof. As in the proof in [Mic07, Lemma 4.7], by applying the reduction algorithm
in the previous proof, we obtain a full-rank setsS⊂ Λ such that‖S‖p ≤ 4γ · φ(Λ).
Since Micciancio’s proof for the reduction to IncGDD exploitedr, we give another
reduction algorithm for a reduction to IncIVD, which exploitsS.

After obtainingS, we then run the following algorithm:

1. Scani ∈ [m] such that‖si‖p = ‖S‖p and setj ← 1.
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2.3. HARDNESS OF LATTICE PROBLEMS

2. Repeat the following procedure.
(a) S( j) ← [s1, . . . , si−1,2 j si , si+1, . . . , sn].
(b) Invoke the oracleO on input (B,S( j), t) and obtainv.
(c) If v ∈ Λ and‖v− t‖p ≤ ‖S( j)‖p/4 then outputv.
(d) Otherwise, incrementj and go to step (a).

Notice thatS( j) is full-rank (since det(S( j)) = 2 j det(S) , 0) and‖S( j)‖p =

2‖S( j−1)‖p. We now consider the final stepj. Then, the check must fail in the
( j − 1)-th repeat and we have that‖S( j−1)‖p ≤ 4γ · φ(Λ). Thus,‖S( j)‖p ≤ 8γ · φ(Λ)
and we can upper bound‖v− t‖p ≤ ‖S( j)‖p/4 ≤ 2γ · φ(Λ), as required. �

Lemma 2.2.20([MR07, Lemma 5.12]). For anyγ = γ(n), there exists a lattice-
preserving randomized reduction fromGapCRPγ to GDDλn

γ/4. In particular, there

is a lattice-preserving randomized reduction fromGapCRP8γ to IncIVDλn
γ,4.

The proof is in [MR07].

2.3 Hardness of Lattice Problems

We discuss the hardness results on lattice problems.
The NP-hardness of CVPp for any p was shown by van Emde Boas [vEB81].

Arora, Babai, Stern, and Sweedyk [ABSS97] showed the NP-hardness of CVPp
c

for any constantc. Dinur, Kindler, Raz, and Safra [DKRS03] improved the ap-
proximation factor to 2O(logn/ log logn) = n1/ log logn. On CVPγ, the major problem is
showing NP-hardness for approximation factornε for small constantε > 0.

The first result of the NP-hardness of SVP is van Emde Boas [vEB81] which
showed for thel∞ norm. Later, Ajtai [Ajt98] showed that SVPγ is NP-hard
under randomized reductions forγ = 1 + 2−cn for some constantc. Cai and
Nerurkar [CN97] improved the approximation factor 1+ 1/nε for any fixedε > 0.
Micciancio gave the proof for approximation factor

√
2 under RUR-reductions

in [Mic00]. Khot [Kho06] showed that, assuming NP* ZPP, SVPpγ for γ = p1−ε

is intractable for all integersp ≥ p(ε). Khot [Kho05] proved that SVPc is NP-hard
under the assumption NP* RP for any constantc. He also proved that SVPγ for
γ = 2O((logn)1/2−ε ) is NP-hard within under the assumption NP* RTIME(2poly(logn)).
Haviv and Regev [HR07] improved the approximation factor toγ = 2(logn)1−ε

for
anyε under the same assumption.

Even within a polynomial approximation factor, it is unknown whether there
exists a polynomial-time algorithm for the approximation version of SVP. The
most well-known solution to this approximation problem is the so-called LLL algo-
rithm proposed in [LLL82]. This algorithm can solve SVP2n/2 in polynomial time.
Schnorr [Sch87] generalized the LLL algorithm which solves SVPγ for γ = (1+c)n

for any constantc > 0.
There are several exponential-time algorithms for SVP and CVP. For the old

results, see the survey [AEVZ02]. Ajtai, Kumar, and Sivakumar [AKS01] pro-
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2.4. AVERAGE-CASE/WORST-CASE REDUCTIONS

posed the randomized algorithm for SVP which runs in exponential time of the di-
mension. Nguyen and Vidick [NV08] implemented this and clarified the time and
space complexity of this algorithm, the time isÕ(25.9n) and the space is̃O(22.95n),
which improved the analysis by Regev [Reg04a, Lecture 8]. This is improved
by Micciancio and Voulgaris [MV09], whose probabilistic algorithm runs in time
23.199n and space 21.325n. (Very recently, they also proposed adeterministicalgo-
rithm running within time 2O(n) [MV10], which will be verified by peer reviews.)

On the other hand, there are several non-NP-hardness results on the approx-
imation version of SVP with a polynomial approximation factor. Goldreich and
Goldwasser [GG00] showed SVP

Ω(
√

n/ logn)
is in NP∩ coAM. Aharonov and

Regev [AR05] showed that SVPΩ(
√

n) is in NP∩ coNP.
The unique shortest vector problem (uSVP) is also well known as a hard lattice

problem applicable to cryptographic constructions. We say the shortest vectorv of
a latticeΛ is f -unique if for any non-zero vectorx ∈ Λ which is not parallel tov,
f ‖v‖ ≤ ‖x‖. The definition of uSVP is given as follows.

Definition 2.3.1( f -uSVP). Given a basisB of a latticeΛ whose shortest vector is
f -unique, find a non-zero vectorv ∈ Λ such that for any non-zero vectorx ∈ Λ

which is not parallel tov, f ‖v‖ ≤ ‖x‖.
Similarly to the case of SVP, the exact version of uSVP is shown to be in NP-hard
by Kumar and Sivakumar [KS01]. Cai [Cai98b] showed thatΩ(n1/4)-uSVP is in
NP∩ coAM.

In addition, recent results by Lyubashevsky and Micciancio [LM09] indi-
cates the relations on GapSVP, BDD, and uSVP. They showed, up to a small
polynomial factor

√
n/ logn, the equivalence of the uSVP, BDD, and GapSVP;

GapSVPγ ≥ uSVPγ for anyγ ≥ 1, BDD1
γ

√
n/ logn

≥ GapSVPγ for γ > 2
√

n/ logn,

and uSVPγ ≥ BDD1/(2γ) for γ ≥ 1.

2.4 Average-Case/Worst-Case Reductions

Before giving the reviews of the reductions, we first review lattices,q-ary lattices,
which are relevant to linear codes.

2.4.1 Linear Codes andq-Ary Lattices

Linear Codes: We start with the definition of codes and linear codes. LetΣ be a
finite alphabet of sizeq and letmbe a block length. Then a code is a subset ofΣm.
Let F = Fq be a field of cardinalityq. Then a linear codeC is asubspaceof Fm

q .
The dimension of the codeC is naturally defined.

We sayG as a generator matrix ofC if C = {GT s ∈ Fm | s ∈ Fn}. We sayH as
a parity-check matrix ofC if C = {e ∈ Fm | He = 0 ∈ Fn}.

For a matrixA ∈ Fn×m, a code having a generator matrixA is denoted by
CG(A), that is,{AT s ∈ Fm | s ∈ Fn}. A code having a parity-check matrixA is

14



2.4. AVERAGE-CASE/WORST-CASE REDUCTIONS

denoted byCH(A), that is,{e ∈ Fm | Ae = 0}.

q-ary lattices: For a matrixA ∈ Zn×m
q , we define two sublattices ofZm,

Λq(A) = {p ∈ Zm | ∃s, AT s≡ p (mod q)},
Λ⊥q (A) = {e ∈ Zm | Ae≡ 0 (mod q)}.

It is obvious that two sets are lattices because they are discrete and additive sub-
group ofZm. It is also obvious thatqI ⊂ Λq(A),Λ⊥q (A). Hence, they are super-
lattices ofqZm and thus full-rank.

In addition, you can confirm that they are relevant to linear codes. The former
latticeΛq(A) is qZ+CG(A), where+ denotes the Minkowski sum. The latter lattice
Λ⊥q (A) is alsoqZ + CH(A). By a simple calculation, we confirm that (Λq(A))∗ =
1
qΛ⊥q (A).

Lemma 2.4.1. For any matrixA ∈ Zn×m
q , (Λq(A))∗ = 1

qΛ⊥q (A).

Proof. (⊇) Consider any vectore ∈ Λ⊥q (A). We show that, for any vectory ∈
Λq(A)∗, 〈1qe, y〉 ∈ Z. Sincey is in Λq(A), there is some vectors ∈ Zn such that

y ≡ AT s (mod q). Hence,

〈e, y〉 ≡ eT AT s≡ 0T s≡ 0 (modq).

This shows that〈1qe, y〉 ∈ Z and (Λq(A))∗ ⊇ 1
qΛ⊥q (A).

(⊆) Instead of the statement, we show the tautological statementq(Λq(A))∗ ⊆
Λ⊥q (A). Consider any vectorx in (Λq(A))∗ and suppose thatqx is not in Λ⊥q (A).
By this hypothesis, we have thatqAx . 0 (mod q), which indicatesAx < Zn.
However, the transposes of the rows ofA is in Λq(A) and Ax must be inZn. This
means a contradiction and we complete the proof. �

The reason of why we need these lattices is clarified in the follow-on sections.

2.4.2 From the Small Integer Solution Problem

We define the Small Integer Solution problem SIS (in thelp norm), which is often
considered in the context of average-case/worst-case connections and a source of
lattice-based hash functions as we see later.

Definition 2.4.2 (SISp
q,m,β [MR07]). For a fixed integerq and a realβ, given a

matrix A ∈ Zn×m
q , the problem is finding a non-zero integer vectore ∈ Zm such that

Ae≡ 0 (mod q) and‖e‖p ≤ β.

Definition 2.4.3 (ISISp
q,m,β [MR07]). For a fixed integerq and a realβ, given a

matrix A ∈ Zn×m
q andu ∈ Zn

q, the problem is finding an integer vectore ∈ Zm such
that Ae≡ u (mod q) and‖e‖p ≤ β.

15



2.4. AVERAGE-CASE/WORST-CASE REDUCTIONS

The former problem SISpq,m,β is indeed lattice problem for theq-ary lattices:
Given a matrixA, find the short non-zero vectore in the latticeΛ⊥q (A) such that
‖e‖p ≤ β. This problem is firstly appeared with no explicit name in the seminal
paper of Ajtai [Ajt96]. The latter problem ISISpq,m,β is also lattice problem for the
q-ary lattices similar to CVP; Consider the latticeΛ⊥q (A) and find a vectort ∈ Zm

such thatAt ≡ u (mod q) by using the linear algebra. Then, find the lattice vector
v ∈ Λ⊥q (A) such that‖v− t‖p ≤ β. Finally, sete = v− t.

In this thesis, we review the average-case/worst-case reductions to SIS, which
is initiated by Ajtai [Ajt96] and followed several improvements [GGH96, CN97,
Mic04, MR07, GPV08], especially, the reduction by Gentry, Peikert, and Vaikun-
tanathan [GPV08].

Ajtai originally proposed the reduction from IncSIVP to SIS, Cai and
Nerurkar [CN97] and Micciancio [Mic04] followed this. This is simplified by
Micciancio and Regev introducing the new problem IncGDD. Finally, Gentry et
al. improved it by showing the reduction from IncIVD. In this thesis, we use the
intermediate problem IncIVD, instead of IncSIVP and IncGDD to reduce the dis-
cussions.

Gentry et al.’s reduction

Using the direct sampling of lattice points, they make a simpler reduction. We
quickly introduce a sampler algorithmSampleD which, given a basisT of a lattice
Λ such that‖T̃‖ ≤ L, a reals> L·ω(

√
logn), and a centerc, samples a vectory on a

latticeΛ. The distribution of output is within a negligible distance fromDΛ,s,c. For
the details ofSampleD, seeSection 10.4. To simplify notation, we consider that
we can directly sampley from DΛ,s,c instead of usingSampleD, which introduces
negligible errors.

The reduction algorithm of Gentry et al. is as follows:

1. (Setup.) Choose an indexj ← [m] andα ← {−β, . . . ,−1,1, . . . , β} uniformly
at random. Letc j =

q
α t ∈ Rn and letci = 0 ∈ Rn other i ∈ [m] \ { j}. For

reducing to ISIS, chooseu ← Zn
q uniformly at random. For reducing to SIS,

setu = 0. Let x j = α−1u modq andxi = 0 for i ∈ [m] \ { j}. Define the matrix
X = [x1, . . . , xm] ∈ Zn×m

q . UsingMGReduce, obtain a basisT of Λ(B) such
that‖T̃‖ ≤ ‖S̃‖ ≤ ‖S‖.

2. (Sampling.) Let s =
q
γ ‖S‖. For eachi ∈ [m], sampleyi ← DΛ(B),s,ci . Define

the matrixY = [y1, . . . , ym] ∈ Rn×m. DefineA = (B−1Y + X) modq.

3. (Invoking and Combining.) Invoke the oracleO on (q, A,u, β) and obtaine ∈
Zm. Output the vectorv = 1

qYe.

Theorem 2.4.4([GPV08]). Let m = m(n), q = q(n), β = β(n), γ = γ(n) be
polynomially-bounded functions. For anyq ≥ γ·ω(

√
logn), The above reduction is

a probabilistic polynomial-time reduction from solvingIncIVDηε
γ,g for γ = gβ

√
n in

16



2.4. AVERAGE-CASE/WORST-CASE REDUCTIONS

the worst case to solving eitherSISq,m,β or ISISq,m,β on average with non-negligible
probability.

In a typical case we often setm = O(n logq), β =
√

m, andg constant and
obtainγ = O(n

√
logq) andq = Õ(n).

Combining the above withLemma 2.2.18and Lemma 2.1.7, the following
corollary holds.

Corollary 2.4.5 (Implicit in [GPV08]). Letm, q, β, γ be as in the above. There is a
probabilistic polynomial-time reduction fromGIVPηε4γ in the worst case toSISq,m,β

or ISISq,m,β on average.
In particular, let ε = ε(n) be some negligible function inn. Then, we have a

probabilistic polynomial-time reduction fromSIVPγ′ in the worst case toSISq,m,β

or ISISq,m,β on average, whereγ′ = γ(n) · ω(
√

logn) = 4β
√

n · ω(
√

logn).

Proof: We include the proof of theorem to consistency. The following sequence
of claims show the correctness of the reduction.

Claim 2.4.6. For any valuesj andα, the distribution ofA is statistically close to
uniform overZn×m

q . In particular,O outputs a non-zero solutione ∈ Zm such that
ej = α with non-negligible probability.

Proof. We haves = ‖S‖q/γ ≥ ‖T̃‖ · ω(
√

logn) and the output of the sampling
algorithmSampleD is distributed within negligible distance fromDL(B),s,ci .

We also have‖S‖ ≥ γ · ηε(L(B)), so s ≥ q · ηε(L(B)) = ηε(qL(B)). Thus,
the distributionyi modqB is statistically close to uniform overL(B)/qL(B). This
shows the statistical closeness ofai = (B−1yi + xi) modq to the uniform overZn

q.
Sinceyi are independent andm = poly(n), the matrixA is also distributed within
negligible distance of the uniform overZn×m

q . Hence,O outputs a valid solutione
with non-negligible probability.

We can assume that the solutione , 0, e has non-zero coordinateek ∈
{−β, . . . ,−1,1, . . . , β} for somek ∈ [m]. This indicates the probability thatj = k
andα = ek is negligibly close to 1/(2βm) = 1/poly(n) since the reduction algo-
rithm choosesj andα uniformly at random. �

Claim 2.4.7. If e is a valid solution andej = α, the outputv is a lattice vector of
L(B).

Proof. Notice thatv ∈ L(B) if and only if B−1v ∈ Zm. Thus, it suffices to show that
1
qB−1Ye ∈ Zm, that is,B−1Ye ∈ qZm. By the definition,B−1Y ≡ A − X (mod q).
Hence, we only need to show thatAe ≡ Xe (mod q). If ej = α, Xe = α · x j =

u modq. In addition,Ae modq = u if e is valid. This completes the proof. �

Claim 2.4.8. If e is valid andej = α, then‖v− t‖ ≤ 1
g(n) ‖S‖ with overwhelming

probability.

Proof. From the hypothesis, we have thatt = 1
qCe, whereC = [c1, . . . , cm]. For
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2.4. AVERAGE-CASE/WORST-CASE REDUCTIONS

eachyi , let wi = yi modqB and defineW = [w1, . . . ,wm]. Notice thatyi is dis-
tributed aswi + DqL(B),s,ci−wi . Note also that the input (q, A,u, β) is dependent only
W andX. Hence, the vectorv− t = 1

q(Y − C)e is distributed as

1
q

(W − C)e+
1
q

∑

i∈[m]

ei · DqL(B),s,ci−wi =
1
q

∑

i∈[m]

ei

(
DqL(B),s,ci−wi + wi − ci

)
.

Let zi be a sample fromDqL(B),s,ci−wi . So, the vectorv − t = 1
q

∑
i∈[m] ei zi . Since

s≥ q · ηε(L(B)), we can use the lemma 2.1.11 and obtain that the probability

Pr
zi←DqL(B),s,ci−wi

[‖zi − (ci − wi)‖ > s
√

n]

is negligible. Thus, we have each length ofzi = yi − ci is at mosts
√

n and by the
norm bound, the sum is with overwhelming probability

‖v− t‖ ≤ 1
q

∑

i∈[m]

ei ‖zi‖ ≤ 1
q
‖e‖ s

√
n ≤ β

√
n‖S‖
γ

≤ ‖S‖
g(n)

.

Hence, the norm is upper bounded by‖S‖ /g with overwhelming probability. �

The reduction of Micciancio and Regev

In [MR07], Micciancio and Regev gave another reduction from GapSVP to SIS
through GapCVP and a variant SIS′ of SIS. Notice thatq is slightly larger than the
the reduction from SIVP to SIS.

Theorem 2.4.9(Lemma 5.5 and Theorem 5.23, [MR07]). For any polynomially
bounded functionsβ = β(n), m = m(n), odd integerq = q(n), with q ≥ 4

√
mn3/2β

and γ = γ(n) = 14π
√

nβ, there exists a probabilistic polynomial-time reduction
from solvingGapSVPγ in the worst case to solvingSISq,m,β on average with non-
negligible probability. In particular, for anym(n) = Θ(n logn), there exist odd
integerq(n) = O(n2.5 logn) andγ(n) = O(n

√
logn) such that solvingSISq,m,

√
m on

average is at least as hard as solvingGapSVPγ in the worst case.

Peikert examined the reduction to GapSVPp
Õ(n)

and it succeeded. For details,
see [Pei08]. We note that we have not examined Gentry et al.’s technique can be
applied to this reduction and this is an open issue.

2.4.3 From the Learning With Errors

The learning with errors (LWE) problem is a generalization of the learning parity
noise (LPN) problem, proposed by Regev [Reg09].

To start the review, we recall the definitions of the distributions appearing the
definition of the LWE problem. Later, we define several versions of the LWE
problem.
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2.4. AVERAGE-CASE/WORST-CASE REDUCTIONS

Gaussians:The Gaussian distribution with mean 0 and varianceσ2, denoted by
N(0, σ2), is defined by the density function1

σ
√

2π
· exp(−x2/2σ2) overR. By

the tail inequality, we have Pr[|x| ≥ tσ] ≤ 1
t ·exp(−t2/2), wherex← N(0, σ2).

Folded Gaussians:Forα ∈ (0,1), Ψα denotes the folded Gaussian distribution
overT = R/Z [Reg09], obtained by (1) take a samplex from N(0, α2/2π) and
(2) outputx mod 1. We have Prx←Ψα [|x| ≥ t] ≤ α√

2πt
· exp(−πt2/α2) by simple

calculations. Often, we sett a constant andα = 1/ω(
√

logn) to ensure that
the right hand side is negligible inn.

Discretized distributions: For any probability distributionφ overT and a pos-
itive integerq ∈ N, φ̄ denotes the discretization ofφ overZq; the distribution
is defined by the following procedure, (1) take a samplex← φ and (2) output
bqxe modq.

The LWE oracle for χ: For s ∈ Zn
q and a distributionχ over T, let As,χ be a

distribution overZn
q × T defined as follows: (1) take samplesa ← Zn

q and
x← χ and (2) output (a, aT s/q + x).

The LWE oracle for χ̄: For s ∈ Zn
q and a distribution ¯χ overZq, let As,χ̄ be a

distribution overZn
q × Zq defined as follows: (1) take samplesa ← Zn

q and
x← χ̄ and (2) output (a, aT s+ x).

For simplifying expressions, we defineAS,χ̄ for a matrixS ∈ Zn×l
q as follows:

(1) take samplesa← Zn
q andx← χ̄l and (2) output (a, aTS+ x).

We define the learning with errors (LWE) problem as follows:

Definition 2.4.10 ((Search) Learning With Errors). The (search) LWE problem
with respect toq andχ, denoted by sLWE(q, χ), is finding s ∈ Zn

q given oracle
access toAs,χ. The (search) LWE problem with respect toq and χ̄, denoted by
sLWE(q, χ̄), is findings ∈ Zn

q given oracle access toAs,χ̄.

Definition 2.4.11((Decisional) Learning With Errors). For an integerq = q(n) and
a distributionχ̄ overZq, the (decision) learning with errors problem dLWE(q, χ̄) is
distinguishing the oracleAs,χ from the oracleU(Zn

q × Zq) for a uniformly random
s ∈ Zn

q.
In addition, for an integerq = q(n) and a distributionχ overT, the (decision)

learning with errors problem dLWE(q, χ̄) is distinguishing the oracleAs,χ from the
oracleU(Zn

q × Zq) for a uniformly randoms ∈ Zn
q.

These problems are closely related to the decoding problem with a random
linear code [Reg09]. Considermsamples (ai , pi = 〈ai , s〉+xi) from As,χ̄. These can
be considered as (A, p), whereA = [a1, . . . , am] and p = AT s+ x. The sLWE(q, χ̄)
problem can be stated as coding problem as follows: Given a random generator
matrix A ∈ Zn×m

q and p = AT s + x, wherex ← χ̄l , the problem is decodings.
In addition, the dLWE(q, χ̄) also can be stated as coding problem; given a random
generator matrixA ∈ Zn×m

q andp, the problem is decidingp is random or not.
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Note that an adversaryA distinguishingAs,χ andU(Zn
q×Zq) with advantageε

implies an adversary distinguishingAS,χ andU(Zn
q×Zl

q) for S← Zl
q with advantage

ε/l. The proof is simply obtained by the hybrid lemma [PVW08].

Main Reduction

These LWE problems already has the average-case/worst-case reductions. We
start with the reduction from the worst case of dLWE(q, χ̄) to the average case
of dLWE(q, χ̄).

Lemma 2.4.12(Average case to Worst case [Reg09]). Suppose that there is an al-
gorithmA that distinguishesAs,χ̄ fromU in timeT and with noticeable advantage
ε, where the probability is taken over the coin of the algorithm, the samples from
the oracle, ands← Zn

q. Then, there is an algorithmB that, for anys ∈ Zn
q, distin-

guishesAs,χ̄ fromU in timepoly(T,n, logq,1/ε) with overwhelming probability.

Proof Sketch.For s′ ∈ Zn
q, we define the mappingTs′ : Zn

q × Zq → Zn
q × Zq by

Ts′(a, p) = (a, 〈a, s′〉 + p). Obviously, Ts′ mapsAs,χ̄ and U to As+s′,χ̄ and U,
respectively. The lemma immediately follows from this random self reducibility.

�

Lemma 2.4.13(Decision to Search [Reg09]). Suppose thatq = poly(n). Then, if
there is an algorithm that, for anys ∈ Zn

q, distinguishesAs,χ̄ from U in timeT and
with overwhelming probability , then there exists an algorithm that, for anys ∈ Zn

q,
findss from As,χ̄ in timepoly(T, n,q) and with overwhelming probability.

Proof Sketch.We construct an indicatorI which outputs thej-th coordinatesj of
s from As,χ̄ with oracle access to the distinguisherD. For anyk ∈ Zq, we define a
random mappingTk defined by

Tk(a, p) = (a + l · i j , p + lk)

where l ← Zq. If k = sj , Tk mapsAs,χ̄ to itself. Otherwise,Tk mapsAs,χ̄ to
U sinceq is a prime. Sinceq is polynomially-bounded byn, the findingsj is
straightforward; examine allk ∈ Zq. �

The following reduction is obvious if we take a precision withω(logn).

Lemma 2.4.14(Discrete to Continuous [Reg09]). For anyq andχ, if there exists
an algorithm that, for anys ∈ Zn

q, findssfromAs,χ̄ in timeT and with overwhelming
probability, then there exists an algorithm that, for anys ∈ Zn

q, findss from As,χ in
timeO(T, logq,n) and with overwhelming probability.

Even if q is not polynomially-bounded, there is a decision-to-search reduction
whenq is a product of distinct polynomially-bounded primes.

Lemma 2.4.15(Decision to Search [Pei08]). Suppose thatq =
∏

i∈[t] qi is a prod-
uct of distinct primes inn. Suppose alsoα = α(n) ∈ (0,1) be a real such that
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qi ≥ ω(
√

logn)/α for any i ∈ [t]. Then, if there is an algorithm that, for any
s ∈ Zn

q, distinguishesAs,Ψα from U in time T and with overwhelming probability
, then there exists an algorithm that, for anys ∈ Zn

q, finds s from As,Ψα in time
poly(T,n, t,maxi qi) and with overwhelming probability.

The proof appeared in [Pei08] and he wrote that the idea is due to Regev.

Proof. Obviously, we can factorq into
∏

i qi in time poly(t,maxi qi). By shifting s
as in the average-to-worst reduction, we only need a power to decidesj ≡ 0 modqi

for any i ∈ [t] and j ∈ [n].
Define the random mapping

T : (a, p) 7→ (a− r · (q/qi) · i j , p)

wherer ← Zqi . If sj ≡ 0 modqi , T mapsAs,Ψ̄α
to itself. Suppose thatsj . 0

mod qi . Then, obviouslya′ = a− r · (q/qi) · i j is uniformly random. We have that

p′ = p = 〈a, s〉/q + x = 〈a′, s〉/q + (rs j/qi + x) ∈ T,

wherex ← Ψα. Sinceqi is a prime,rs j is uniformly distributed overZqi . Since
α ≥ ω(

√
logn)/qi ≥ ηε( 1

qi
Z) for some negligibleε, the distribution ofrs j/qi +

e mod 1 is withinε/2 statistical distance from uniform overT by Lemma 2.1.4.
This completes the proof. �

Finally, we recall the theorems by Regev [Reg09] and Peikert [Pei08].

Theorem 2.4.16(Regev [Reg09] and Peikert [Pei08]). Let n, m = m(n), q = q(n)
be integers andα = α(n) ∈ (0,1) be such thatαq > 2

√
n, m = poly(n), and

q = 2O(n). If there exists an efficient algorithm that solvessLWE(q,m,Ψα), then
there exists an efficientquantumalgorithm that solvesGapSVPγ andSIVPγ with
γ = Õ(n/α) in the worst case.

Alternatively, letn and m = m(n) = poly(n) be integers. Letα = α(n) be a
real number andγ = γ(n) ≥ n/(α

√
logn). Let ζ = ζ(n) ≥ γ and q = q(n) ≥

(ζ/
√

n) · ω(
√

logn). Then, there is a probabilistic polynomial-time reduction from
solvingGapSVPζ,γ in the worst case to solvingsLWE(q,m,Ψα).

Regev’s Reduction

We first review Regev’s reduction from DGS to sLWE(q,Ψα). The reduction is
divided into twofolds. The classical reduction is from sLWE(q,Ψα) and a sampling
problem with respect toDΛ,s to CVP onΛ∗. The quantum reduction is from CVP to
the sampling problem with respect toDΛ,s. We only give intuitions on the quantum
part of the reduction.

Classical part: More precisely, the former reduction is described as follows:
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2.4. AVERAGE-CASE/WORST-CASE REDUCTIONS

Theorem 2.4.17.Let ε = ε(n) be a negligible function,q = q(n) ≥ 2 be an integer,
α = α(n) ∈ (0,1). If there exist algorithms that solvesLWEq,Ψα and DGSφ for
φ =
√

2q · ηε , then there exists an algorithm that solvesBDDαq/(
√

2r).
Precisely, there is a classical probabilistic polynomial-time algorithm

R(B, r, x) that, given a basisB of an n-dimensional latticeΛ, a numberr ≥√
2q ·ηε(Λ∗), and a target pointx within distanceαq/(

√
2r) of Λ, and given access

to

1. an oracleW that solvessLWEq,Ψα usingpoly(n) samples, and

2. an oracleS that generates samples fromDΛ∗,r ,

findsv ∈ Λ closest tox with overwhelming probability.

We start by defining a technical problem BDD(q) which has a connection to
sLWE.

Definition 2.4.18. For q ≥ 2, the problem BDD(q) is, given a basisB of an n-
dimensional latticeΛ and a numberd < λ1(Λ)/2, findingw modq ∈ Zn

q such that
Bw is the unique closest vector tox.

Regev showed the following reduction.

Lemma 2.4.19(Lemma 3.5, [Reg09]). There is a lattice-preserving reduction from
BDDd to BDD(q)

d if d < λ1(Λ)/2.

Since αq/(
√

2r) ≤ λ1(Λ)/2, it is suffices to constructR′ that solves
BDD(q)

αq/(
√

2r)
with help of the oraclesS andW.

Letvbe a solution of (B, r, x). We letsdenoteB−1v modq. In order to generate
a sample fromAs,Ψα , take a sampley from DΛ∗,r , lets a = (B∗)T y modq, and
outputs

(a, p = 〈y, x〉/q + x mod 1),

wherex← N(0, α2/4π). By the construction, we have that

〈y, x〉/q + x = 〈y, v〉/q + 〈y, x − v〉/q + x

= 〈BT y, B−1v〉 + 〈y, x − v〉/q + x

≡ 〈a, s〉 + 〈y, x − v〉/q + x mod 1.

As we already seen in the reduction to SIS,a is almost uniformly distributed
overZn

q, sincer ≥ √2q · ηε(Λ∗).
To ensure that〈y, x − v〉/q + x mod 1 distributes as a continuous Gaussian, we

use the following claim that says that the sum of a Gaussian over a lattice and a
continuous Gaussian distributes statistically close to another continuous Gaussian.

Claim 2.4.20(Claim 3.9, [Reg09]). Let Λ be a lattice andu ∈ Rn. Let r and s be
two positive integers, and lett denote

√
r2 + s2. Suppose thatrs/t =≥ ηε(Λ) for

someε ∈ (0, 1/2). Consider the distributionY onRn defined as follows: (1) take
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2.4. AVERAGE-CASE/WORST-CASE REDUCTIONS

a sampley ← DΛ+u,r , (2) take a noisex ← νs, and (3) outputy + x. Then, the
statistical distance betweenY andνt is at most4ε.

Following the claim, we obtain the corollary below.

Corollary 2.4.21 (Corollary 3.10, [Reg09]). Let Λ be a lattice andu, z ∈ Rn vec-
tors. Letr, α > 0 be two reals. Suppose that

1√
1
r2 +

( ‖z‖
α

)2
≥ ηε(Λ)

for someε ∈ (0, 1/2). Let B denote the distribution sampled as follows: (1)v ←
u + DΛ,r,−u, (2) x← N(0, α2/2π), and (3) output〈z, v〉 + x. Then, we have

∆(B,N(0, (r2 ‖z‖2 + α2)/2π)) ≤ 4ε.

In particular,
∆(B mod 1,Ψβ) ≤ 4ε,

whereβ =
√

(r ‖z‖)2 + α2.

Conditioned ona, the distribution ofy is Ba + DqΛ,r,−Ba. In addition, we have
that

1√
1
r2 +

( √
2‖x−v‖
qα

)2
=

rqα√
q2α2 + 2r2 ‖x − v‖2

≥ r√
2
> q · ηε(Λ) = ηε(qΛ),

where we use‖x − v‖ ≤ qα/(
√

2r). Now, by the corollary,〈y, x − v〉/q + x mod 1
is statistically close toΨα′ for someα′ =

√
(r ‖x − v‖ /q)2 + α2/2 ≤ α. Since the

solverW also solves sLWEq,Ψα′ whenα′ ≤ α (see [Reg09, Lemma 3.7]), we can
recoversby the oracleW for sLWE(q,Ψα).

Quantum part: Turning into the latter reduction, Regev constructed thequan-
tumsamplerS for D

Λ,
√

n/(
√

2d) from BDDd.

Theorem 2.4.22([Reg09, Lemma 3.14]). There exists an efficient quantum algo-
rithm that, given a basisB of ann-dimensional latticeΛ, a numberd < λ1(Λ∗)/2,
and an oracle that solvesBDDd on a dual latticeΛ∗, outputs a sample from
D

Λ,
√

n/(
√

2d).

Intuitively, BDDd can be used touncompute; that is, |x〉|x + e〉 7→ |0〉|x + e〉
for any x ∈ Λ∗ ande with norm at mostd. We note that this reduction is lattice-
preserving. This will be exploited inSection 3.4.2.
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2.4. AVERAGE-CASE/WORST-CASE REDUCTIONS

Combining them: The bootstrapping step is done by the LLL algorithm and the
samplerSampleD (seeSection 10.4). Given a basisB of Λ, we obtain a new basis
T that‖T‖ ≤ 2nλn(Λ) applying the LLL algorithm. Hence, ifr ≥ ‖T‖ · ω(

√
logn),

we can use the samplerSampleD to sample fromDΛ,r .
The whole reduction from sLWE to DGS is summarized as follows: Suppose

that the algorithmR needsmsamples fromS to invokeW.

1. (bootstrapping) Apply the LLL algorithm to an input basisB of a latticeΛ

and obtainT. Setr ≥ ‖T‖ ·ω(
√

logn). ConstructS for DΛ,r by SampleD with
T andr.

2. (iterative step)

(a) Construct the algorithmR for BDDd on Λ∗ andd = αq/(
√

2r) by using
the oracleW and the algorithmS for DΛ,r .

(b) Construct the quantum samplerS′ for D
Λ,
√

n/(
√

2d) by using the algorithm

R for BDDd on Λ∗ andd = αq/
√

2r. Note that
√

n/(
√

2d) =
√

nr/αq ≤
r/2 sinceαq > 2

√
n.

Whenr <
√

2q · ηε(Λ), the algorithm will fail.
To connect DGSφ and SIVPγ is somewhat simpler task than the aboves.

See [Reg09] for the proof.

Lemma 2.4.23([Reg09, Lemma 3.17]). For any ε = ε(n) ≤ 1/10 and anyφ ≥√
2ηε , there is a lattice-preserving polynomial-time reduction fromGIVP2

√
nφ to

DGSφ.

Peikert’s Reduction

The classical part of Regev’s reduction is from sLWEq,Ψα and the samplerS for
DΛ∗,r to BDDd overΛ, whered = αq/(

√
2r) ≤ λ1(Λ)/2.

Peikert pointed out the existence of the samplerSampleD for DΛ∗,r whenr is
slightly larger than the norm of a basisB. In addition, he recalled the result of Gold-
reich and Goldwasser [GG00] that GapCVPγ is in coAM whenγ = O(

√
n/ logn).

The nutshell of [GG00] is the observation on two balls:

Lemma 2.4.24. For any constantsc, d > 0, and anyu ∈ Rn of lengthd, and
d′ = d · √n/(c logn),

∆(U(B(0,d′)),U(B(u, d′))) ≤ 1− 1/poly(n).

This lemma states that ifx ← B(0, d′), it will be contained inB(u, d′) with
probability at least 1/poly(n). Hence, one cannot distinguishx is chosen from
B(0,d′) or B(u,d′) conditioned on thatx is in both balls. In addition, notice that, if
d′ ≥ λ1(Λ)/2, the two balls do not overlap.

We give the details of the Peikert reduction [Pei09c]. The input is (B, d) where
mini ‖b̃i‖ ≥ 1, λ1(Λ) ≤ ζ, and 1≥ d ≥ ζ/γ.
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2.4. AVERAGE-CASE/WORST-CASE REDUCTIONS

1. Setr = q · √2n/(γd).

2. Implement the oracleS for DΛ∗,r by the samplerSampleD with the dual basis
B∗.

3. Repeat the following procedureN = poly(n) times.

(a) Choose a pointw ← B(0,d′), whered′ = d · √n/(4 logn), and letx =

w mod B.

(b) Invoke the reductionR on (B, r, x) and obtainv.

4. If v , x − w in any of theN iterations, then accept. Otherwise, reject.

Notice that maxi ‖b̃∗i ‖ = 1/mini ‖b̃i‖ ≤ 1. Notice also that

r =
q
√

2n
γd

≥ q
√

2n
ζ
≥ ω(

√
logn),

sinceq ≥ (ζ/
√

2n) · ω(
√

logn).
If ( B, d) is a NO instance, then,λ1(Λ) > γ · d. Lemma 2.1.6tells us that

ηε(Λ
∗) ≤ √n/λ1(Λ) <

√
n/(γd)

for ε = 2−n. Thus, we have that
√

2q · ηε(Λ∗) <
√

2nq/(γd) ≤ r. Additionally, we
have that

dist(x,Λ) ≤ d′ = d
√

n
4 logn

≤ d · αγ√
4n

=
q
√

2n
r · γ ·

αγ√
4n

=
αq√
2r
,

where we use the hypothesisγ ≥ n/(α
√

logn). From these two facts, the reduction
R correctly works. Sinceλ1(Λ) > γd > 2d′, the reduction must return the unique
solutionv = x − w in any iterations.

Next, consider the case when (B,d) is a YES instance (λ1(Λ) ≤ d). Notice that
in the case, we cannot ensure that the reductionR correctly works. However, we
can show the reductionR fails to finds the solutionv = x − w by the argument
on the statistical distance. Letz ∈ Λ be the shortest vector, that is,‖z‖ = λ1(Λ).
Consider an alternate game in which ofw← B(0, d′) is replaced byw′ ← B(z,d′).
We then replacex = w mod B with x′ = w′ mod B. In this alternate game,R is
invoked onx′. Then, we have that

|Pr[R(x) = x − w] − Pr[R(x′) = x′ − w′]| ≤ 1− 1
poly(n)

.

Hence,

Pr[R(x) = x−w] ≤ 1− 1
poly(n)

+Pr[R(x′) = x′−w′] ≤ 2− 1
poly(n)

−Pr[R(x′) = x′−w′].

Notice thatB(z, d′) ≡ B(0,d′) (mod B) sincez ∈ Λ. Thus,x′ is distributed identi-
cally to x and we can replacex with x′ in the probabilities. Therefore,

Pr[R(x) = x − w] ≤ 1− 1
2 · poly(n)

.
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2.4. AVERAGE-CASE/WORST-CASE REDUCTIONS

TakingN = poly(n) sufficiently large, we havev , x − w in at least one iteration.
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3
Cyclic and Ideal Lattices

Several families of lattice-based hash functions [Mic07, PR06, LM06] are known
to have small description sizes. Originally, Micciancio [Mic07] gave a com-
pact version of the lattice-based hash functions and proved the one-wayness of
the version. After that, Peikert and Rosen [PR06] and Lyubashevsky and Mic-
ciancio [LM06] proposed the modified versions of the version of Micciancio and
showed their collision-resistance property, independently. The underlying prob-
lems are lattice problems whose instances are lattices has certain algebraic struc-
ture and compact description,cyclic or ideal lattices. We employ the notions, the
notations, the definitions, and the results in Lyubashevsky and Micciancio [LM06],
since its generality of the descriptions.

Organization: Section 3.1prepares basic notions, notation, and facts of poly-
nomials. Section 3.2reviews and defines several lattices.Section 3.3lists up the
problems for ideal lattices.Section 3.4reviews the average-case/worst-case reduc-
tions from ideal-lattice versions of SIS and LWE to ideal lattice problems.

3.1 Preliminaries

Let f (x) = f0 + f1x+ · · ·+ fn−1xn−1 + xn ∈ Z[x] be a monic polynomial of degreen.
Consider the quotient ringRf = Z[x]/〈f 〉. We use the standard set of representatives
{(g mod f ) | g ∈ Z[x]} for Rf . Hence, we identify an integral polynomiala of
degree at mostn− 1 with the corresponding representative (a mod f ). In addition,
we identify a polynomiala(x) = a0+a1x+· · ·+an−1xn−1 ∈ Rf with ann-dimensional
integer vectora = (a0, . . . ,an−1) ∈ Zn in this thesis. More precisely, consider the
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3.1. PRELIMINARIES

following mappingσ : Rf → Zn:

σ : a0 + a1x + · · · + an−1xn−1 7→ (a0,a1, . . . ,an−1).

We call this embedding as the normal embedding ofRf into Zn. We omit thisσ
unless we need it explicitly.

Let us define some useful functions and examine these properties. A function
rotf : Rf → Rf is defined by rotf (a) = a⊗ x (naturally extended to rotf : Q[x]/〈f 〉 →
Q[x]/〈f 〉 and rotf : Qn → Qn by σ). This function is linear because the map is
represented by the matrix

Rf =



0 0 . . . 0 − f1
1 0 . . . 0 − f2

0 1 0
...

0 0
. . . 0 − fn−2

0 0 . . . 1 − fn−1



.

By the identificationσ, we have

rotf (a) = Rf · a.
A function Rotf : Rf → Zn×n is defined by Rotf (a) =

[σ(a), σ(rotf (a)), . . . , σ(rotn−1
f (a))]. For example, iff = xn−1 or f = xn+1, Rotf (a)

is a circulant or nega-circulant matrix, respectively. We next define a ring of
matrices corresponding to polynomials inRf . LetM = {Rotf (a) ∈ Zn×n | a ∈ Rf }.
Then, Rotf : Rf → M is a ring isomorphism, since Rotf is homomorphic and one
to one. Additionally, notice that

a⊗ b = Rotf (a) · b.
In addition, we note that the above arguments are also applied ifZ is replaced with
Zq for any integerq ≥ 2.

We define a norm with respect tof as follows: Forg ∈ Z[x], ‖g + 〈f 〉‖f =

‖(g mod f )‖∞. We write‖g‖f instead of‖g + 〈f 〉‖f .
The property off is defined as that the ring norm‖g‖f is not much bigger than

‖g‖∞ for any polynomialg. Formally, they captured this property as theexpansion
factorof f :

EF∞(f , k) = max
g∈Z[x],deg(g)≤k(deg(f )−1)

‖g‖f / ‖g‖∞ .

For example, a simple calculation shows that EF(xn±1, k) ≤ k and EF(xn−1+xn−2+

· · · + 1, k) ≤ 2k. We say a polynomialf is suitable iff is a monic and irreducible
in Z[x] and there is a constantc such that EF(f , k) ≤ ck for any natural numberk.
See [LM06, Section 3.1] for more details. They employed a family of polynomials
such asxn+1 andxn−1+xn−2+· · ·+1 for n such that the polynomials are irreducible
in Z[x].

Note that the relation off = xn + 1 andq, which will be exploited later.
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3.2. CYCLIC AND IDEAL LATTICES

Lemma 3.1.1. Let f = xn + 1 and n = 2k, wherek ≥ 2. If q is a prime with
2n|(q − 1), thenf =

∏
i∈[n](x − w2i+1) overZq, wherew ∈ Z∗q is a generator of a

subgroup{w0,w1, . . . } ⊆ Z∗qof cardinality2k.

Lemma 3.1.2([BGM93]). Let f = xn + 1 andn = 2k, wherek ≥ 2. If q is a prime
with q ≡ 3 (mod 8), f = f1 · f2 overZq, where eachf i is irreducible inZq[x] and
can be writtenf i = xn/2 + ti xn/4 − 1 with ti ∈ Zq.

3.2 Cyclic and Ideal Lattices

We say a latticeΛ of dimensionn is cyclic if for any vectorx in Λ, rotxn−1(x) is
also inΛ.

We say a latticeΛ of dimensionn is ideal if it is an idealI ⊆ Rf for some
monic and irreducible polynomialf ∈ Z[x] of degreen, that is, there existf and
I ⊆ R such thatσ(I ) = Λ. We also say a latticeΛ of dimensionn is f -ideal if it
corresponds to an idealI ⊆ Rf under the mappingσ.

Precisely, the latticeΛ(I ) correspondingI is obtained as follows: SinceI is an
ideal, there exists a set of polynomialg1, . . . ,gl of degree at mostn − 1 such that
I = 〈g1, . . . ,gl〉. Then, considerG = [Rotf (g1)| . . . |Rotf (gl)]. The Λ(I ) is written
by {v = Ge ∈ Zn | e ∈ Zln}. By using the standard technique, we have a matrix
B ∈ Zn×n such thatΛ(I ) = {v = Be ∈ Zn | e ∈ Zn}.

In addition, we note that any idealI ⊆ Rf defines the correspondingfull-rank
latticeΛ(I ) ⊆ Zn:

Lemma 3.2.1(Lemma 3.2 [LM06]). Every idealI ⊆ Rf , wheref ∈ Z[x] is a monic
and irreducible polynomial of degreen, is isomorphic to a full-rank lattice inZn.

Proof. Let I = 〈g1, . . . ,gl〉, wheregi , 0 and they are of degree at mostn− 1. It is
obvious that the polynomialsg1,g1x, . . . ,g1xn−1 are linearly independent overZ.
We show that the polynomialsg1, g1⊗x, . . . ,g1⊗xn−1 are also linearly independent
overZ. This shows the corresponding latticeΛ(I ) containsn linearly independent
vectorsσ(g1), σ(rotf (g1)), . . . , σ(rotn−1

f (g1)) and completes the proof.
If the polynomials are linearly dependent, then there exists a non-zero polyno-

mial a = (a0 + a1x + · · · + an−1xn − 1) ∈ Z[x] of degree at mostn − 1 such that
g1 ⊗ a =

∑n
i=0 ai(g1 ⊗ xi) = 0. Then,g1 · a = f · h ∈ 〈f 〉 for some polynomial

h ∈ Z[x]. Sincef is irreducible overZ andZ[x] is a unique factorization domain,
f is a prime. Thus,f | g or f | a. Both of g1 anda have degree at mostn− 1, this
cannot occur unlessg1 or a is 0. This completes the proof. �

We note that Ding and Lindner [DL07] gave a polynomial-time algorithm
which identifies a given basis is a basis spans a lattice or an ideal lattice by em-
ploying the Hermite normal form.

Lemma 3.2.2(Lemma 1 [DL07]). Let B ∈ Zn×n be a basis of a latticeΛ. ThenΛ

corresponds to some idealI ⊆ Rf if and only if there exists a matrixT ∈ Zn×n such
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that
Rf B = BT.

We found the extended definitions of ideal lattices in Peikert and Rosen [PR07]
and Buchmann and Lindner [BL09]. Let K = Q(ζ) be a number field of degreen
for some algebraic numberζ (or you can considerK = Q[x]/〈f 〉, there is a monic
and irreducible polynomialf ∈ Q[x] of degreen such thatf (ζ) = 0). LetO be an
order ofK.

In [BL09], Buchmann and Lindner said that a latticeΛ is O-ideal if Λ corre-
sponds to some idealI ⊆ O. This definition equals to the one by Lyubashevsky and
Micciancio ifO = Z(ζ) ' Z[x]/〈f 〉 andf ∈ Z[x].

In [PR07], Peikert and Rosen said that a latticeΛ is ideal if it corresponds to
an idealI ⊆ OK through another embedding (the canonical embedding).

3.3 Problems

First of all, we extend the notation of successive minima. For any idealI of Rf ,
defineλp

i (I ) to beλp
i (Λ(I )). In the following, we assume thatf ∈ Z[x] is a monic

polynomial of degreen.

Definition 3.3.1(f -SPPp
γ). Given an idealI ⊆ Rf , the problem is finding a non-zero

polynomialg ∈ I such that‖g‖ ≤ γ · λp
1(I ).

Definition 3.3.2 (f -SVPp
γ). Given a basisB of a latticeΛ(I ), whereI ⊆ Rf , the

problem is finding a non-zero vectorv ∈ Λ(I ) such that‖v‖ ≤ γ · λp
1(Λ(I )).

These two problems essentially equals and the difference is only notation.
Naturally, we can define the version of SIVP as follows:

Definition 3.3.3 (f -SIVPp
γ). Given a basisB of a latticeΛ(I ), whereI ⊆ Rf , the

problem is finding a set of linearly independent vectorsS⊂ Λ(I ) such that‖S‖p ≤
γ · λp

n(Λ(I )).

Lyubashevsky and Micciancio gave the following lemma that states the relation
of λ∞1 (Λ(I )) andλ∞n (Λ(I )). By this, we have the simple reductions fromf -SIVP∞γ to
f -SVP∞γ and fromf -SVP∞E2·γ to f -SIVP∞γ if f is irreducible, whereE2 = EF∞(f ,2).

Lemma 3.3.4(Lemma 4.2 [LM06]). Assume thatf is irreducible. For all ideals
I ⊆ Rf , we have

λ∞n (Λ(I )) ≤ EF∞(f ,2) · λ∞1 (Λ(I )).

Proof. Let g ∈ Zn be a shortest vector ofΛ(I ), that is,‖g‖∞ = λ∞1 (Λ(I )). Then, let
us considerg, g⊗ x, . . . ,g⊗ xn−1. By Lemma 3.2.1, these polynomials are linearly
independent. The maximum degree ofgxi is 2n − 2. Hence,

∥∥∥gxi
∥∥∥

f ≤ EF∞(f ,2) ·∥∥∥g⊗ xi
∥∥∥∞ ≤ EF∞(f , 2) · ‖g‖∞ = EF∞(f , 2)λ∞1 (Λ(I )) for all 0 ≤ i ≤ n− 1. �

Corollary 3.3.5. Assume thatf is irreducible. There exist reductions fromf -SIVP∞γ
to f -SVP∞γ and fromf -SVP∞E2·γ to f -SIVP∞γ , whereE2 = EF∞(f , 2).
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3.4. AVERAGE-CASE/WORST-CASE REDUCTIONS

Proof. We describe the reduction algorithms for these two reductions.
(From f -SIVP∞γ to f -SVP∞γ ) The algorithm, given a basisB of a latticeΛ(I ), in-
vokes the solver off -SVP∞γ and obtains a non-zero vectorg ∈ Λ(I ) such that
‖g‖∞ ≤ γ · λ∞1 (Λ(I )). Then, it outputsS = Rotf (g) as the solution of the instanceB
of f -SIVP∞γ . The vectors ofSare linearly independent and the norm ofS is at most
E2 · γ · λ∞1 (Λ(I )) ≤ γ · λ∞n (Λ(I )).
(From f -SVP∞E2·γ to f -SIVP∞γ ) The algorithm, given a basisB of a latticeΛ(I ),
invokes the solver off -SIVP∞E2·γ and obtains a set of linearly independent vectors
S = [s1, . . . , sn] ∈ Λ(I ) such that‖S‖∞ ≤ γ · λ∞n (Λ(I )). Then, it outputs the one of
vectors inSas the solution of the instanceB of f -SVP∞E2γ

. The norm ofS is at most
γ · λ∞n (Λ(I )) ≤ E2γ · λ∞n (Λ(I )) and this completes the proof. �

In order to show the average-case/worst-case reductions, we define the internal
problem as inSection 2.4.

Definition 3.3.6 (f -IncSPPγ). Given an idealI ⊆ Rf and a polynomialg ∈ I such
that ‖g‖f > γλ∞1 (I ), the problem is finding a polynomialh ∈ I such that‖h‖f , 0
and‖h‖f ≤ ‖g‖f /2.

Definition 3.3.7 (f -IncSVPp
γ). Given a basisB of a latticeΛ(I ) and a vectorg ∈

Λ(I ) such that‖g‖p > γλ∞1 (Λ(I )), whereI ⊆ Rf , the problem is finding a non-zero
vectorh ∈ Λ(I ) such that‖h‖p ≤ ‖g‖p /2.

Lemma 3.3.8(Lemma 4.4 [LM06]). There is a polynomial-time reduction from
f -SVP∞γ to f -IncSVP∞γ .

Note on the Hardness: There were no results on the NP-hardness of the above
problems. This is the one of main open problems in this area.

3.4 Average-Case/Worst-Case Reductions

3.4.1 From Small Integer Solution Problems

We first extend the definition of the norm‖·‖p. Let us denote a vector of polynomi-
als inRf or Rf ,q by ǎ. For ě = (e1, . . . ,em) ∈ Rm

f , we write by‖ě‖p the lp norm of
e = σ(e1) ◦ . . . ◦ σ(em) ∈ Zmn.

We give the definitions off -SIS andf -ISIS as analogies of SIS and ISIS.

Definition 3.4.1(f -SISp
q,m,β). For a monic polynomialf ∈ Z[x] of degreen, integers

m = m(n) andq = q(n), a realβ = β(n), given anm-dimensional row vectořa =

[a1, . . . ,am] ∈ Rm
f ,q, the problem is finding a non-zero vectorě = (e1, . . . ,em) ∈ Rm

f

such thaťaT ě =
∑

i∈[m] ai ⊗ ei = 0 in Rf ,q and‖ě‖p ≤ β.

Definition 3.4.2 (f -ISISp
q,m,β). For a monic polynomialf ∈ Z[x] of degreen, inte-

gersm = m(n) andq = q(n), a realβ = β(n), given anm-dimensional row vector
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ǎ = [a1, . . . ,am] ∈ Rm
f ,q and a polynomialu ∈ Rf ,q, the problem is finding a vector

ě = (e1, . . . ,em) ∈ Rm
f such thaťa · ě =

∑
i∈[m] ai ⊗ ei = u in Rf ,q and‖ě‖p ≤ β.

The problemf -SIS is finding the short non-zero element in theRf -module
M⊥(ǎ) = {ě ∈ Rm

f | ǎ· ě≡ 0 (modq)}. In addition,Λ⊥q (ǎ) = {e ∈ Zmn | Rotf (ǎ) ·e≡
0 (mod q)} is a lattice because this is additive and discrete subgroup ofZmn. Hence,
solvingf -SIS onǎ is finding a short non-zero vector in the latticeΛ⊥q (ǎ).

Micciancio [Mic07] gave the first average-case/worst-case reductions on cyclic
lattices. Lyubashevsky and Micciancio [LM06] gave the average-case/worst-case
reduction from the ideal-lattice version of the small integer solution problem to
f -SVP∞γ . We note that the reduction is to the search problem rather than the gap
problem.

Lyubashevsky and Micciancio showed the following theorem in [LM06]. Note
that m should be larger than logq/ log 2β to ensure the instance off -SIS∞q,m,β
has a solution. Note also that the reduction is similar to that of Micciancio and
Regev [MR07] and the underlying problem is nowf -SVP∞γ sinceλ∞n (Λ(I )) ≤
EF∞(f ,2) · λ∞1 (Λ(I )) by Lemma 3.3.4.

Theorem 3.4.3([LM06]). Assume thatf is irreducible. LetE3 = EF∞(f ,3). Let
m > logq/ log 2β and q > 2E3βmn3/2 logn. Then forγ = 8E2

3βmnlog2 n, there
exists an polynomial-time reduction from the worst case off -SVP∞γ to the average
case off -SIS∞q,m,β.

Stehĺe, Steinfeld, Tanaka, and Xagawa gave a variant of the above theorem to
save

√
m = O(

√
n) factor in the reduction from SIS∞q,m,β to SIS2

q,m,β
√

m
.

Theorem 3.4.4([SSTX09]). Suppose thatf ∈ Z[x] is a monic and irreducible
polynomial of degreen. Let Ek = EF∞(f , k). Let m = poly(n) be larger than
logq/ log 2β and q = q(n) = Ω̃(E3βm2n). Then if there exists a polynomial-
time (resp. subexponential-time) algorithm solvingf -SISq,m,β with probability
1/poly(n) (resp.2−o(n)), then there exists a polynomial-time (resp. subexponential-
time) algorithm solvingf -SVPγ with γ = Õ(E2

2βmn1/2) (resp.γ = Õ(E2βmn)).

The proof is essentially the same as one by Lyubashevsky and Micciancio.
To apply the technique of Gentry et al., we need thatRf ,q be a principal ideal

domain. This idea is due to Peikert and Regev [Pei09a].

3.4.2 From Learning With Errors

We next define the parameterized version of the LWE problem.

Definition 3.4.5 (f -sLWEm,q,χ, the average case). Let χ be a distribution overT.
Given ǎ ∈ Rm

f ,q and 1
q Rotf (ǎ)T s+ x ∈ Tmn, whereǎ← Rm

f ,q s← Zn
q andx ← χmn,

the problem is findings ∈ Zn
q.

You can consider the problem asf -analogue of sLWEq,χ with msamples.
For simplicity, we denoteΛq(Rotf (ǎ)) by Λq(ǎ) if f is apparent in the context.
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Stehĺe, Steinfeld, Tanaka, and Xagawa [SSTX09] showed the following theo-
rem.

Theorem 3.4.6 (Theorem 3 [SSTX09]). If there exists an algorithm solving
sLWEq,m,Ψα in timeT and with probabilityε ≥ 4mexp(−π/4α2), then there exists a
quantumalgorithm that solvesSISq,m,

√
m/2α in timepoly(T,n) and with probability

ε3/64−O(ε5)−2−Ω(n). The result still holds when replacesLWEwith f -sLWEand
SISwith f -SISfor f = xn + 1 with n = 2k ≥ 32, m≥ 41 logq, andq ≡ 3 (mod 8).

The proof is due to Stehlé and Steinfeld [SS09]. The reduction consists of
two reductions, from sLWE to the variant of BDD and from the variant to SIS.
The former requires only classical reductions, however, the latter is a quantum
reduction.

The variant of BDD is defined as follows:

Definition 3.4.7 (Bounded Distance Decoding withχ, [SSTX09, Definition 3]).
For a distributionχ, the problem BDD(χ) is defined as follows: Given a basisB of
ann-dimensional latticeΛ and a vectort = b + e whereb ∈ Λ ande← χ. The
goal is to findb.

We say that a randomized algorithmA solves BDD(χ) for a latticeΛ with
success probabilityε if, for every b ∈ Λ,

Pr
e←χ,A

[A(B, t = b + e) = b] ≥ ε.

In addition, a randomized algorithmA solving BDD(χ) for a latticeΛ is said to be
strongly solution-independentif, for every fixed error vectore, the probability

Pr
A

[A(B, t = b + e) = b]

is independent ofb.
The first part of the reduction is formally stated as follows:

Lemma 3.4.8 ([SSTX09, Lemma 7]). Let n, q, and m be integers andα ∈
(0,1) with m and logq are polynomially bounded byn. Suppose that there ex-
ists an algorithmA that solvessLWEm,q,Ψqα , in time T, and with probability
ε ≥ 4mexp(−π/4α2). Then there existsS ⊆ Zn×m

q of cardinality εqnm/2 and an
strongly solution-independent algorithmB such that ifA ∈ S, the algorithmB
solvesBDD(νqα) for Λq(A) in timeT + poly(n) and with probability at leastε/4.

The above algorithmB is used to construct BDD(DΛ,s).

Lemma 3.4.9 ([SSTX09, Lemma 8]). Let s > 0 and B be a basis of ann-
dimensional latticeΛ. Suppose that there exists a strongly solution-independent al-
gorithmA that solvesBDD(νs) for Λ in timeT and with probabilityε. Then, there
exists an integerR such that|R| = poly(T, n, | log s|, |B|) and a strongly solution-
independent algorithmB that solvesBDD(DΛ/R,s) within a polynomial time in
logRand with probability at leastε − 2−Ω(n).
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Regev’s quantum reduction is the worst-case/worst-case reduction; That is, if
there exists an algorithmA that solves BDD in the worst case, then there exists a
sampler forDΛ∗,s. Stehĺe and Steinfeld observed that the reduction still works even
if the algorithmA only solves the average case.

Lemma 3.4.10([SSTX09, Lemma 9]). Suppose we are given a basisB of an
n-dimensional latticeΛ, an integerR > 22nλn(Λ), and a reals < λ1(Λ)/

√
8n.

Suppose that there exists a strongly solution-independent algorithmA that solves
BDD(DΛ/R,s) for Λ with time T and success probabilityε. Then there exists a
quantum algorithmB which outputs a vectorb ∈ Λ∗ whose distribution is within
distance1− ε2/2 + O(ε4) + 2−Ω(n) of DΛ∗,1/2s. Its run-time ispoly(T, logR).

We omit the proof and the details, since it deeply relates to quantum computa-
tions. Anyway, combining these lemmas, we obtainTheorem 3.4.6.
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4
Hash Functions

In this chapter, we give descriptions of one-way and collision-resistant hash func-
tions based on lattice and ideal lattice problems.

Organization: Section 4.1defines model and security notions on hash schemes.
Section 4.2gives a review on properties of hash functions.Section 4.3reviews
the construction of lattice-based hash functions. We also give the review of ideal-
lattice-based hash functions inSection 4.4.

4.1 Definitions

We first give the functional model of a family of hash functions. LetHn = {hk :
Dn → Rn | k ∈ Kn} be afamily of hash functionswith the security parametern, a
message spaceDn, a digest spaceRn, and a key spaceKn. DefineH = {Hn}n. We
callH a hash familyinstead of a family of families of hash functions. (Recall the
SHA2 family including SHA-224, SHA-256, SHA-384, and SHA-512.)

4.1.1 Model of Hash Schemes

A (cryptographic) hash schemeHash is a pair of algorithms (Setup,Eval).

Setup(1n): A setup algorithm, given the security parameter 1n, outputs a keyk.

Eval(k,msg): An evaluation algorithm, givenk and a messagemsg∈ Dn, returns
a digestd ∈ Rn.

We definehk(msg) = Eval(k,msg). By this definition, we can identify a hash
schemeHash with a hash familyH .
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LEFTOVER HASH LEMMA

4.1.2 Security Notions

Roughly speaking, we say thatHash is one-way if any polynomial-time adversary
cannot, givenk and a random imageu, output a preimage ofy under the hash
function indexed byk. We say thatHash is collision resistant if any polynomial-
time adversary cannot, givenk, output a collision (msg,msg′) of the hash function
indexed byk. Formally, we define the following experimentsExpow

Hash,A(n) and
Expcr

Hash,A(n) between the challengerC and the adversaryA for the one-way and
the collision-resistant properties of a hash scheme.

Experiment Expow
Hash,A(n):

Setup Phase:The challengerC runsSetup with 1n and obtainsk. Next,C
generates a random elementmsg← Dn and computesu← Eval(k,msg).
C feedsk andmsgto the adversaryA.

Challenge Phase:A outputsmsg′. If msg′ ∈ Dn andEval(k,msg′) = u
then the challenger returns 1, otherwise, 0.

Experiment Expcr
Hash,A(n):

Setup Phase:The challengerC runsSetup with 1n and obtainsk. C feeds
k to the adversaryA.

Challenge Phase:A outputsmsgand msg′. If msg,msg′ ∈ Dn, msg ,
msg′, andEval(k,msg) = Eval(k,msg′) then the challenger returns 1, oth-
erwise, 0.

Definition 4.1.1. Let Hash = (Setup,Eval) be a hash scheme. LetA be an ad-
versary. Let the advantage ofA against one-way property beAdvow

Hash,A(n) :=

Pr
[
Expow

Hash,A(n) = 1
]
. We say thatHash is one-way if, for any probabilistic

polynomial-time adversaryA, Advcr
Hash,A(n) is negligible inn.

Let the advantage ofA against collision-resistance property be
Advcr

Hash,A(n) := Pr
[
Expcr

Hash,A(n) = 1
]
. We say thatHash is collision resis-

tant if, for any probabilistic polynomial-time adversaryA, Advcr
Hash,A(n) is

negligible inn.

There are several security notions on (cryptographic) hash schemes: one-
wayness (first-preimage resistance), second-preimage resistance, etc. On the defi-
nitions of them and the relations between them, see [RS04].

4.2 Probabilistic Notions on Hash Functions and the Left-
over Hash Lemma

In addition to the above security notions, we often discuss other notions on hash
families in this thesis and the leftover hash lemma.

First of all, we recall the probabilistic notions on a family of hash functions (see
Shoup’s textbook [Sho08, Section 8.7]). Again, letHn = {hk : Dn → Rn | k ∈ Kn}
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be a family of hash functions with the security parametern, a message spaceDn, a
digest spaceRn, and a key spaceKn.

• We sayHn is ε-almost universalif for all x , x′ ∈ Dn,

Pr
k←Kn

[hk(x) = hk(x
′)] ≤ ε.

• We also say thatHn is universalif it is 1/ |Rn|-almost universal.

• We sayHn is ε-almost strongly universalif hk(x) is uniformly distributed over
Rn, that is Prh←Kn[hk(x) = y] = 1/ |Rn| for any x ∈ Dn andy ∈ Rn, and for all
distinctx, x′ ∈ Dn and for ally, y′ ∈ Rn,

Pr
k←Kn

[hk(x) = y∧ hk(x
′) = y′] =

ε

|Rn| .

• We also say thatHn is pairwise independentif it is 1/ |Rn|-almost strongly
universal.

We naturally extend these notions of a family of hash functions to a hash family
H = {Hn}n.

The Leftover Hash Lemma: The leftover hash lemma appears anywhere of ar-
eas in the computer science and cryptography.

We follow the presentation by Shoup [Sho08]. Let |Dn| = N and |Rn| = M.
Let K be a random variable uniformly distributed overKn and letX be a ran-
dom variable distributed overDn. The collision probability ofX is defined as
β =

∑
x∈Dn

Pr[X = x]2. The quantity log (1/γ) is the min entropy ofX (seeSec-
tion 1.2).

The following versions are somewhat generalized versions of the leftover hash
lemma.

Lemma 4.2.1(Thm.8.37, [Sho08]). LetHn be a(1+α)/M-almost universal family
of hash functions fromDn to Rn. Then,

∆((K,hK(X)), (K,U)) ≤ 1
2

√
Mβ + α.

Lemma 4.2.2(Thm.8.38, [Sho08]). LetHn be a(1+α)/M-almost universal family
of hash functions fromDn to Rn. Then,

∆((K, hK(X1), . . . ,hK(Xl)), (K,U1, . . . ,Ul)) ≤ 1
2

l
√

Mβ + α.

Lemma 4.2.3(Leftover Hash Lemma (a min-entropy version)). LetHn = {hk :
Dn → Rn | k ∈ Kn} be a family of hash functions, whereDn and Rn are finite
sets. LetK be the uniform distribution overKn. and letX be a random variable
distributed according toD. Then,

∆((K,hK(X)), (K,U)) ≤ 2−
1
2(H∞(X)−log |Rn|+2)
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whereU is a random variable distributed uniformly overRn. In particular, if X is
distributed uniformly overDn, we have

∆((K,hK(X)), (K,U)) ≤ 1
2

√
|Rn|
|Dn| .

4.3 Lattice-based hash functions

We review the lattice-based hash functions. For two integersq = q(n) andm =

m(n), we define a family of hash functions,

Hn(q,m) = {hA : Dn→ Zn
q | A ∈ Zn×m

q },

wherehA(x) = Ax modq andDn ⊆ Zm.
The definition of the hash scheme is as follows:

Scheme 4.3.1(LHash). This scheme is parametrized by integersm = m(n) and
q = q(n), and a spaceDn ⊆ Zm. The key space isZn×m

q . The message space isDn

and the digest space isRn = Zn
q.

Setup(1n): Given 1n, outputA← Zn×m
q .

Eval(A,e): Given A ande ∈ Dn, outputAe modq.

We can identifyH(q,m) = {Hn(q,m)} with LHash = (Setup,Eval).
It is easily verified that the collision resistance and the one-wayness is directly

connected to the average-case hardness of SISp
q,m,2β and ISISp

q,m,β, respectively,
whereβ is the upperbound of thelp norm of x ∈ Dn. If we setDn = {0, 1}m,
the underlying problem is SISq,m,√m. Hence, as we review inSection 2.4.2, the
hash scheme is collision resistance if GapSVPγ or SIVPγ is hard in the worst case.
Below we give the brief history and the precise security on thisLHash.

Originally, Ajtai [Ajt96] showed that the worst-case hardness of GapSVPγ for
some polynomialγ(n) is reduced to the average-case hardness of SISq,m,n for suit-
ableq(n) andm(n). It is known thatH(q,m) is indeed collision resistant for suitably
chosenq andm by Goldreich, Goldwasser, and Halevi [GGH96]. They observed
that finding a collision (x, x′) for hA ∈ H(q,m) implies finding a short non-zero
vectorz = x− x′ such that‖z‖ ≤ √mandAz≡ 0 (mod q), i.e., solving SISq,m,√m.
Cai and Nerurkar [CN97] and Micciancio [Mic04] improved an approximation
factor of the underlying lattice problems, whereγ = Õ(n4) and Õ(n3), respec-
tively. Micciancio and Regev showed thatH(q,m) is collision resistant under the
assumption that GapSVPÕ(n) is hard in the worst case [MR07], which is a drastic
improvement. There were another reductions from the gap version of the covering
radius problem GapCRPγ, the shortest independent vector problem SIVPγ, and the
guaranteed distance decoding problem GDDγ by adjusting the parameters [MR07].
Following it, Peikert [Pei08] showed the reductions from the same problems in any
lp norms forp ≥ 2. A recent paper [GPV08, Section 9] by Gentry, Peikert, and
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Vaikuntanathan showed that the modulusq in SIS can beÕ(n) as we already noted
in Section 2.4.2.

Theorem 4.3.2(Implicit in [GPV08]). Let m = m(n), q = q(n), β = β(n), γ =

γ(n) be polynomially-bounded functions. For anyg(n) = ω(logn), there exists
a negligible functionε = ε(n) such that, for anyq ≥ γ · ω(

√
logn) and γ =

β
√

n ·ω(
√

logn), there is a probabilistic polynomial-time reduction fromSIVPγ in
the worst case toSISq,m,β or ISISq,m,β on average.

4.3.1 Regularity

In the literature, Ajtai firstly showed the regularity of the hash function. Regev
improved the analysis of the regularity.

Lemma 4.3.3(Claim 5.3, adapted [Reg09]). LetG be some finite Abelian group
of cardinalityQ and letmbe some integer. For anymelementg1, . . . ,gm, consider
∆(

∑
i∈[m] bigi , u), wherebi ← {0,1} and u ← G. Then, the expectation of this

statistical distance over a uniform choice ofg1, . . . ,gm is at most(Q/2m)1/2. In
particular, the probability that this statistical distance is more than(Q/2m)1/4 is at
most(Q/2m)1/4.

A strategy to obtain the bound on the statistical distance is showing the family
of hash functionsHn,G = {hg : {0, 1}m→ G | g ∈ Gm}, wherehg(b) =

∑
i∈[m] bigi ,

is universal and applying the leftover hash lemma. In [Reg09], Regev essentially
showed that the hash is universal. In addition, he also gave the bound of expecta-
tion. We review his proof closer.

Proof. For g = (g1, . . . ,gm) ∈ Gm, let us define Pg(h) =
1

2m

∣∣∣{b ∈ {0,1}m | ∑i bigi = h}
∣∣∣. Notice that for anyb , b′, Prg←Gm[

∑
i bigi =∑

i b′i gi ] = Prg←Gm[
∑

i(bi − b′i )gi ] = 1/Q, sinceG is Abelian. This already showed
that the family of hash functionsHn,G is universal. In particular, we obtain that,
by applying the leftover hash lemma,

∆((g,
∑

i bigi), (g,u)) ≤ 1
2

√
Q
2m

since the collision probability ofb is 1/2m.
Next, we bound the collision probability for fixedg ∈ Gm, that is, the square

of the l2 norm of the functionPg overRQ. We can upper bound this by as follows:

∑

h∈G
Pg(h)2 = Pr

b,b′←{0,1}m


∑

i

bigi =
∑

i

b′i gi



≤ 1
2m + Pr

b,b′←{0,1}m


∑

i

bigi =
∑

i

b′i gi | b , b′
 .
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Hence, takingg as a random variable, we obtain that

Exp
g←Gm


∑

h∈G
Pg(h)2

 ∈
1

2m ±
1
Q
.

By using the norm bound‖x‖∞ ≤
√

Q‖x‖2 for anyx ∈ RQ, we have that

Exp
g


∑

h

∣∣∣∣∣Pg(h) − 1
Q

∣∣∣∣∣
 ≤ Exp

g

Q
1/2


∑

h

(
Pg(h) − 1

Q

)2

1/2

= Q1/2 Exp
g




∑

h

(
Pg(h) − 1

Q

)2

1/2

≤ Q1/2

Exp
g


∑

h

Pg(h)2

 −
1
Q


1/2

≤ Q1/2 · 2−m/2.

Hence,
Exp

g
[∆(

∑
i bigi ,u)] ≤ 1

2Q1/22−m/2.

By using the average argument, we have that

Pr
g

[
∆(

∑
i bigi , u) ≥ Q1/42−m/4

]
≤ Q1/42−m/4.

�

Notice that this argument can be applied to anyG = Zn+l
q . In particular, for

A← Z(n+l)×m
q , e← {0,1}m, andu← Zn+l

q , we have that

∆((A, Ae), (A, u)) ≤ 2−
1
2 (m+1−(n+l) logq).

Hence, takingm ≥ ((1 + δ)n + l) logq for some constantδ > 0, we obtain the
(statistical) regularity of the lattice-based hash family.

4.4 Ideal-Lattice-Based Hash Functions

Fora1, . . . ,am ∈ Rf ,q, let ǎ represent anm-dimensional row vector [a1, . . . ,am].
Let us define a family of hash functions.

Hn(f ,q,m) =
{
hǎ : Dn→ Rf ,q ' Zn

q | ǎ ∈ Rm
f ,q

}
,

wherehǎ(ě) = ǎ·ěandě = (e1, . . . ,em) ∈ Dn. We define a hash familyH(f , q,m) =

{Hn(f ,q,m)}n. We note that this hash function is a special version of the lattice-
based hash functions. To confirm this, verify the following relations: Lete =

e1 ◦ . . . ◦ em for em ∈ Zn. Then, we identifye with ě = (e1, . . . ,em) ∈ Rm
f . So, we

have thaťa · ě = Rotf (ǎ)e.
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Scheme 4.4.1(ILHash). The hash schemeILHash = (Setup,Eval) is parametrized
by monic polynomialsf ∈ Z[x] of degreen, integersm = m(n) andq = q(n), and
a spaceDn ⊆ Rm

f ' Zmn. The key space isRm
f ,q. The message space isDn and the

digest space isRn = Rf ,q ' Zn
q.

Setup(1n): Given 1n, outputǎ← Rm
f ,q.

Eval(ǎ, ě): Given ǎ andě ∈ Dn, outputǎ · ě modq.

The first compact hash function is by Micciancio [Mic07] and with parameters
f = xn − 1 andDn = ([D]n)m for a small integerD. He proved that this hash
functions are one-way if (xn − 1)-SVP∞γ is hard in the worst-case for certainγ and
parameter settings. He left the open problem deciding whether this functions are
collision resistant or not.

This problem is solved negatively by Peikert and Rosen [PR06] and Lyuba-
shevsky and Micciancio [LM06] with demonstration of the attacks finding the col-
lision. The polynomialxn − 1 has the small factorx− 1 overZ and, thus, overZq.
Hence,a1 is divisible byx− 1 with probability 1/q over the choice ofa1. Suppose
that happens. Then, we setz1 = (xn − 1)/(x− 1) = xn−1 + xn−2 + · · · + x + 1 ∈ Dn

andzi = 0 for i = 2, . . . ,m. Obviously, we have thata1 ⊗ z1 = 0 even overZ. The
pair (ě, ě′) = ((z1, 0, . . . ,0), (0,0, . . . ,0)) is collision ifa1 is divisible byx− 1.

The point is that the ringZ[x]/〈xn − 1〉 is not an integral domain.1 To fix the
weak point, Peikert and Rosen [PR06], and Lyubashevsky and Micciancio [LM06]
proposed the technique, use of an integral domain. Peikert and Rosen gives an
algebraic constraint toDn to avoid the weak point. Lyubashevsky and Micciancio
set the polynomialf to be irreducible overZ, in order to ensureRf = Z[x]/〈f 〉 an
integral domain, (hence,Q[x]/〈f 〉 is a field). Their techniques are essentially same.
We adopt the latter for generalization.

Applying Theorem 3.4.3by Lyubashevsky and Micciancio [LM06], we obtain
the following security theorem.

Theorem 4.4.2([LM06]). Let f ∈ Z[x] be a monic and irreducible polynomial of
degreen and letE3 = EF∞(f ,3). Letβ be the upperbound of thel∞ norm of vectors
in Dn. Letm> logq/ log 2β andq > 2E3βmn3/2 logn. Then forγ = 8E2

3mnlog2 n,
if f -SVP∞γ is hard in the worst case thenILHash is collision resistant.

4.4.1 Computational Tricks

Hereafter, we describe whyILHash is attractive on computational issues (see also
the original papers [Mic07, PR06, LM06, LMPR08]).

Notice that we can setm = Θ(logn) andq = poly(n) in the aboveILHash.
Hence,ILHash enjoys the compactness of the parameterǎ ∈ Rm

f ,q rather thanA ∈
Zn×m

q . The computation ofILHash.Eval is also reduced tõO(n) by a careful choice
of the parameters.

1 We say that a ringR is an integral domain ifab, 0 for any non-zero elementsa, b ∈ R.
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Given a parameteřa = (a1, . . . ,am) and a messagěe = (e1, . . . ,em), the hash
value is

∑
i∈[m] ai ⊗ ei . Sincem can be set asΘ(logn) = Õ(1), it is suffice to

show that the multiplication inRf ,q = Zq[x]/〈f 〉 costs onlyÕ(n) if we takef andq
carefully.

The Fourier transformation: First, assume thatf splitsZq completely, that is,
f (x) =

∏
i∈[n](x−wi) overZq. In this case we can use, to computea⊗ e in Rf ,q, the

discrete Fourier transformation (or the number theoretic transformation) which is
an isomorphism fromRf ,q to Zn

q. By using the Chinese reminder theorem, we have
that

Rf ,q = Zq[x]/〈f 〉 '
∏

i∈[n]

Zq[x]/〈x− wi〉,

where the isomorphismφ is given byφ(a) = (a mod x− w1, . . . ,a mod x− wn).
Notice thata(w1) = a mod x− w1. Henceforth,

∏
i∈[n] Zq[x]/〈x− wi〉 ' Zn

q, where
addition and multiplication is defined by the pairwise ones. We renameφ by DFT
in the following and writeâ = DFT(a) for any polynomiala ∈ Rf ,q. Define the
matrixWDFT by {w j−1

i }i, j∈[n] . Notice that

DFT(a) = WDFT · a =



w0
1 w1

1 . . . wn
1

w0
2 w1

2 . . . wn
2

...
...

. . .
...

w0
n w1

n . . . wn
n


·



a1

a2
...

an


=



a(w1)
a(w2)
...

a(wn)


.

To computea ⊗ e in Rf ,q, we compute as follows: (1) computeâ = DFT(a) =

(a(w1), . . . ,a(wn)) andê = DFT(e)(e(w1), . . . ,e(wn)), (2) computeâ⊗ e = â · ê =

(a(w1) · e(w1), . . . ,a(w1) · e(wn)), and (3) we obtaina⊗ eby applying DFT−1.
To fasten the convolutionsa ⊗ e, we possibly takef = x2k − 1 and a prime

q such that 2k | q − 1. By this choice, there is an elementw ∈ Z∗q such that the
cardinality of the subgroup generated byw is 2k. Then,f (x) =

∏
i∈[n](x − wi−1)

andWDFT = {w(i−1)( j−1)}i, j∈[n] . This enables us to use of the fast Fourier transform
(FFT).

The another choice isf = x2k
+ 1 and a primeq such that 2k+1 | q− 1. In this

choice, we have an elementw ∈ Z∗q such that the cardinality of the subgroup gen-
erated byw is 2k+1. Then,f (x) =

∏
i∈[n](x− w2i+1) andWDFT = {w(2i+1)( j−1)}i, j∈[n] .

Despite of some differences, again, this matrixWDFT allows us to use of the tech-
niques in the FFT. See the below.

The Fast Fourier Transform (FFT) over Zq[x]/〈x2k
+ 1〉: It is well-known that

DFT(f ) can be computed byO(n logn) additions and multiplications. Let us define
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Wn,w = {w(i−1)( j−1)}i, j∈[n] . From the definition ofWn,w, in this case we have hat

DFT(a) = Wn,w · a =



w0 w1 w2 · · · wn−1

w0 w3 w6 · · · w3(n−1)

...
...

...
. . .

...

w0 w2n−1 w4(n−1) · · · w(n−1)(n−1)


·



a0

a1
...

an−1


.

Let us consider the simple case thatn = 4. In the case, the order ofw is 8 and
we have that

W4,w · a =



w0 w1 w2 w3

w0 w3 w6 w1

w0 w5 w2 w7

w0 w7 w6 w5


·



a0

a1

a2

a3


.

Swapping the right hand side by the permutationπ = (0,2, 1,3) over{0,1, 2,3},

W4,w · a =



w0 w2 w1 w3

w0 w6 w3 w1

w0 w2 w5 w7

w0 w6 w7 w5


·



a0

a2

a1

a3


=



w2·0 w2·1 w1 · w2·0 w1 · w2·1

w2·0 w2·3 w3 · w2·0 w3 · w2·3

w2·0 w2·1 w5 · w2·0 w5 · w2·1

w2·0 w2·3 w7 · w2·0 w7 · w2·3


·



a0

a2

a1

a3


.

Since the order ofw is 8, thenw4 = −1 in Zq. Hence, we have that

W4,w · a =

(
W2,w2 · ae + (w,w3) � (W2,w2 · ao)
W2,w2 · ae− (w,w3) � (W2,w2 · ao)

)
,

whereae = (a0, a2), ao = (a1,a3), and� denotes the pairwise multiplication inZ2
q.

This holds also anyn = 2k andw a generator of a 2k+1 subgroup ofZ∗q. Gener-
ally we have that

Wn,w · a =

(
Wn/2,w2 · ae + (w,w3, . . . ,w2n−1) � (Wn/2,w2 · ao)
Wn/2,w2 · ae− (w,w3, . . . ,w2n−1) � (Wn/2,w2 · ao)

)
.

Computing recursively, we can obtain DFT(a) = Wn,w · a with O(n logn) additions
and multiplications inZq if we precompute (w,w2,w3, . . . ,w2n). See [LMPR08]
for the implementation issues.

Choices of a polynomial f: We can use the FFT even iff is not splitZq com-
pletely. The idea is embeddingRf ,q into anotherRf ′,q′ . Let f ′ = xn′ − 1 with
n′ = 2k′ > 2(n− 1) andq′ be a prime such thatq′ > nq2 andn′ | q′ − 1. Then,Rf ′,q′

admits the fast Fourier transformation. Fora,b ∈ Rf ,q, considera · b in Z[x]. By
the hypothesis onf ′ andq′, a · b equals toa⊗ b in Rf ′,q′ . Hence, we first compute
a⊗ b in Rf ′,q′ and reduce it modulof andq.

If f is x2k ± 1 but not splitZq completely, we have no need to choose another
f ′. We embedRf ,q into Rf ,q′ which admits the fast Fourier transformation (to do so,
q′ > nq2 is a prime such that 2k | q′ − 1 or 2k+1 | q′ − 1).
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4.4.2 Micciancio’s Regularity Lemma

In this section, we examine the regularity of the hash familyH(f ,q,m).
Micciancio proved the regularity of the hash familyH(xn − 1,q,m) with a

message spaceDn = [D]mn. The proof can be applied to the hash familyH(f ,q,m)
with closer look of the proof in [Mic07].

Lemma 4.4.3 (Lemma 6 in [SSTX09], adapted version of Theorem 4.2
in [Mic07]). LetF be a finite field andf ∈ F[x] be monic and of degreen. LetRbe
the ringF[x]/〈f 〉. LetD ⊆ F. For a row vector of polynomialša = [a1, . . . ,am] ∈
Rm, we denote byhǎ(ě) the random variablěa · ě =

∑
i∈[l] ai ⊗ ei ∈ R, where

ě = (e1, . . . ,em) ← Dmn. If ǎ is chosen fromRm uniformly at random, then the
statistical distance to uniformity of(ǎ,Hǎ(ě)) is at most

1
2

√√√∏

i∈[t]

1 +

( |F|
|D|l

)deg(f i )
 − 1,

wheref =
∏

i∈[t] f i is the factorization off overF.

To show this, we need the following lemma.

Lemma 4.4.4 (Lemma 4.4 in [Mic07]). Let R be a finite ring, andz =

(z1, . . . , zm) ∈ Rm a vector of arbitrary ring elements. Ifa = [a1, . . . ,am] ← Rm,
thena · z =

∑
i∈[m] ai · zi ∈ R is uniformly distributed over the ideal〈z1, . . . , zm〉. In

particular, for anyz,

Pr
a←Rm


∑

i∈[m]

ai · zi = 0

 =
1

|〈z1, . . . , zm〉| .

To contain itself, we give the proof.

Proof. We start the proof following Micciancio’s proof [Mic07]. For simplicity, we
let q be the cardinality ofF. In order to show the theorem, we bound the collision
probability of (̌a,Hǎ(ě)).

Pr
ǎ,ǎ′,ě,ě′

[
ǎ = ǎ′ ∧ Hǎ(ě) = Hǎ′(ě′)

]
= Pr

ǎ,ǎ

[
ǎ = ǎ′

] · Pr
ǎ,ǎ′,ě,ě′

[
Hǎ(ě) = Hǎ′(ě′) | ǎ = ǎ′

]

=
1

qmn · Pr
ǎ,ě,ě′


∑

i∈[m]

ai ⊗ (ei − e′i ) = 0

 .

Fix ě and ě′. Then, by the above lemma (Lemma 4.4.4), the probability that∑
i∈[m] ai ⊗ (ei − e′i ) = 0 equals to 1/

∣∣∣〈e1 − e′1, . . . ,em− e′m〉
∣∣∣. Let I be the set
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of all ideals ofR = F[x]/〈f 〉. Hence, conditioning on the ideals, we have that

1
qmn · Pr

ǎ,ě,ě′


∑

i∈[m]

ai ⊗ (ei − e′i ) = 0

 =
1

qmn ·
∑

I∈I

1
|I | · Pr

ě,ě′

[
〈e1 − e′1, . . . ,em− e′m〉 = I

]

≤ 1
qmn ·

∑

I∈I

1
|I | · Pr

ě,ě′

[
〈e1 − e′1, . . . ,em− e′m〉 ⊆ I

]

=
1

qmn · qn ·
∑

I∈I

qn

|I | ·
∏

i∈[m]

Pr
ei ,e′i

[ei − e′i ∈ I ].

SinceF is a field, F[x] is a principal ideal domain. Then, any idealI ∈ I of
R = F[x]/〈f 〉 ' F[x]/〈f1〉 × · · · × F[x]/〈ft〉 are of the form〈p〉 wherep is a factor of
f . For any subsetS ⊆ [t], let pS =

∏
i∈S f i . The ideals ofRareI = {〈pS〉 | S ⊆ [t]}.

(Micciancio restricted the argument in the case wheref = xn−1, but this argument
can be applied to any monic polynomialf as in the above.) In addition, note that
the ideal〈pS〉 ' ∏

i∈[t]\S F[x]/〈f i〉. Hence, we have|〈pS〉| = qn−deg(pS). Therefore,
we have that

Pr
ei ,e′i

[ei − e′i ∈ 〈pS〉] = Pr
ei ,e′i

[ei ≡ e′i (mod pS)]

≤ max
e

Pr
ei

[ei ≡ e (mod pS)] (4.1)

≤ 1

|D|deg(pS)
, (4.2)

wheree ranges overFdeg(pS−1).
Using this bound, we obtain

qn

|〈pS〉|
∏

i∈[m]

Pr
ei ,e′i

[ei − e′i ∈ 〈pS〉] ≤ qn

qn−deg(pS)

(
1

|D|deg(pS)

)m

=

(
q
|D|m

)deg(pS)

.

By summing up, we have that

∑

〈pS〉∈I

qn

|〈pS〉|
∏

i∈[m]

Pr
ei ,e′i

[ei − e′i ∈ 〈pS〉] ≤
∑

S⊆[t]

(
q
|D|m

)deg(pS)

=
∏

i∈[t]

1 +

(
q
|D|m

)deg(f i )
 .

Combining them, we obtain that

Pr
ǎ,ǎ′,ě,ě′

[
(ǎ,Hǎ(ě)) = (ǎ′,Hǎ′(ě′))

] ≤ 1
qmn+n

∏

i∈[t]

1 +

(
q
|D|m

)deg(f i )
 .

Applying the bound lemma, we conclude that

∆((ǎ,Hǎ(ě)), (ǎ′,u)) ≤ 1
2

√√√∏

i∈[t]

1 +

(
q
|D|m

)deg(f i )
 − 1,

whereǎ′ ← Rm andu← R. �
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We let apply the regularity lemma to several cases. Let

∆(q, f ,d) =

√√∏

i∈[t]

(
1 +

( q
dm

)deg(f i )
)
− 1.

1. If f is irreducible overF, we have that∆(q, f , d) =
√

(q/dm)n = 2
1
2 (logq−mnlogd).

By setting,m > (1 + δ) logq/ logd for δ > 0, we obtain the upper bound
2−

1
2δn logq = 2−Ω(n). It indicates if we setm = O(1) andq = poly(n) satisfying

the above then we have∆(q, f , d) is negligible even ifd = 2 or 3.

2. If f = f1 · f2, where deg(f i) = n/2, we have that∆(q, f ,d) =√
(1 + (q/dm)n/2)2 − 1 =

√
2(q/dm)n/2 + (q/dm)n. By setting, m > (1 +

δ) logq/ logd for δ > 0, we obtain the upper bound

√
3 · (q/dm)n/4 ≤ 2−

1
4δn logq+ 1

2 log 3 = 2−Ω(n).

3. If f is completely split overF, we have that∆(q, f , d) =
√

(1 + q/dm)n − 1.
Suppose thatm = (1+δ) logq/ logd for someδ > 0 to setq/dm < 1 sufficiently
small. Suppose thatq = na for somea > 0. Then, we have the upper bound√

2nq/dm = 2
1
2 (1+(a+1) logn−mlogd), since (1+ q/dm)n ≤ 1 + 2nq/dm. To set

the upper bound negligible inn, we need to havemlogd = ω(logn), e.g.,
m = ω(logn) andd = O(1) or m = O(1) andd = ω(logn), which sacrifices
the efficiency ofILHash.

In particular, we have the following lemma forf = xn + 1 andq ≡ 3 (mod 8)
by Lemma 3.1.2and the discussion (2).

Lemma 4.4.5([SSTX09]). Let f = xn + 1 and n = 2k, wherek ≥ 2. Let m >

(1 + δ) logq/ logd for some constantδ > 0. If q is a prime withq ≡ 3 (mod 8),
the statistical distance12∆(q, xn + 1, d) of (ǎ,hǎ(ě)) from the uniform is at most

2−
1
4δn logq.

The analysis of the last case (3) is improved if we improve the inequality (4.1),
which is not tight and overkills to obtain a good bound. Some experiments by the
author indicates there is more tight bound for the case wheref splitsF completely.
However, we fail to prove the good bound. In addition, the above regularity lemma
states only the caseF or Zq for a primeq. Another possible extension is forZq,
whereq is a composite. We leave obtaining these bound results as an open prob-
lem.
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5
Commitment

In this chapter, we construct simple string commitment schemes based on lattice
problems: They are statistically hiding and computationally binding (see the def-
inition below). We only consider string commitment schemes in the trusted setup
model.

Organization: Section 5.1defines model and the security notions on non-
interactive commitment schemes. InSection 5.2, we review the Halevi–Micali
commitment scheme as the general construction from a collision-resistant hash
scheme.Section 5.3andSection 5.4reviews the lattice-based commitment scheme
which is proposed by Kawachi et al. [KTX08].

In addition, Fujisaki [Eii08] pointed out that our commitment scheme can be
converted into a chameleon hash scheme or a trapdoor commitment scheme, by
adjusting the parameters and replacing some functions. This construction also
appears in Peikert [Pei09b, Section 2.2]. We will argue this as trapdoor hash in
Section 10.10.

5.1 Definitions

We consider a non-interactive string commitment scheme in the trusted setup
model. The trusted setup model is often required to construct practically efficient
cryptographic schemes such as non-interactive string commitment schemes. In this
model, we assume that a trusted partyT honestly sets up a system parameter for
the sender and the receiver.

Let us specify how it works. FirstT generates public parameters and distribute
them to users. Both parties, the sender and the receiver, then share public param-
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eters. The scheme runs in two phase, called committing and revealing phases. In
the committing phase, the sender commits his/her message, say a strings. He/she
generates a commitment stringcmtand an open valueov, and sendscmt to the re-
ceiver. In the revealing phase, the sender gives the receiver the decisions and the
open stringov. The receiver verifies the validity ofcmtwith msgandov.

We require two security notions of the string commitment schemes,
statistically-hiding and computationally-binding properties. Intuitively, we say that
the commitment scheme is statistically hiding, if any computationally unbounded
adversarial receiver cannot distinguish two commitment strings generated from two
distinct strings. Also, it is computationally binding, if any polynomial-time adver-
sarial sender cannot change the committed string after sending the commitment.

5.1.1 Model of Non-Interactive Commitment Schemes

Let NIC = (Setup,Com,Ver) over a message spaceMn be a non-interactive com-
mitment scheme. Notation of the algorithms are below:

Setup(1n): A setup algorithm, given the security parameter 1n, outputs public
parametersparam.

Com(param,msg): A commitment algorithm, givenparamand a valuemsg∈
Mn, outputs a commitmentcmtand a valueov.

Ver(param, cmt,msg,ov): A verification algorithm, givenparam, cmt, msg, and
ov, returns 0 (reject) or 1 (accept).

Often, we sayNIC is a bit commitment scheme ifMn = {0, 1}. We sayNIC is a
string commitment scheme ifMn = {0,1}l(n) for l(n) , ω(1).

The correctness of the commitment is defined as follows: For anymsg∈ Mn,
paramgenerated bySetup(1n) and (cmt,ov) generated by a valid committee , the
verifier always acceptsparam, cmt,msg, ov. Formally, it holds that for anymsg∈
Mn,

Pr

b
′ = 1 :

param← Setup(1n);
(cmt,ov)← Com(param,msg);
b← Ver(param, cmt,msg,ov);

 = 1,

where the probability is taken over coins ofSetup andCom.

5.1.2 Security Notions

To define the security notion, consider the experimentsExpbind
NIC,A(n) and

Exphide
NIC,A(n) between the challengerC and the adversaryA.

Experiment Expbind
NIC,A(n):

Setup Phase:The challengerC runs Setup(1n) and obtainsparam. The
adversaryA is given the security parameter 1n and the parametersparam.
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Challenge Phase:The adversary outputscmt, (msg, ov), and (msg′,ov′).
If msg,msg′ ∈ Mn, msg , msg′, Ver(param, cmt,msg,ov) = 1, and
Ver(param, cmt,msg′, ov′) = 1 thenC returns 1. Otherwise, it returns
0.

Experiment Exphide
NIC,A(n):

Setup Phase:The challengerC runs Setup(1n) and obtainsparam. The
adversaryA is given the security parameter 1n and the parametersparam.

Challenge Phase:The adversary outputsmsg0 andmsg1. If msg0,msg1 ∈
Mn andmsg0 , msg1, the challenger flips a fair coinb← {0,1}, generates
cmt∗ ← Com(param,msgb), and sendscmt∗ to the adversary. Otherwise,
C returns 0 and halts.

Decision Phase:Finally, the adversary outputs its decisionb′. If b = b′ the
challenger returns 1, otherwise 0.

Here, the security notions of the non-interactive commitment schemes we re-
quire can be formalized as follows:

Definition 5.1.1 (Hiding property). Consider a non-interactive commitment
schemeNIC = (Setup,Com,Ver).

We say NIC is perfectly hiding if any two messagesmsg,msg′ ∈ Mn,
(param, cmtmsg) and (param, cmtmsg′) are equally distributed, whereparam ←
Setup(1k), (cmtmsg,ovmsg) ← Com(param,msg), and (cmtmsg′ ,ovmsg′) ←
Com(param,msg′).

We sayNIC is statistically hiding if any two messagesmsg,msg′ ∈ Mn, the
statistical distance between (param, cmtmsg) and (param, cmtmsg′) is negligible in
n.

LetA be an adversary. We define the advantage ofA as

Advhide
NIC,A(n) :=

∣∣∣∣∣Pr
[
Exphide

NIC,A(n) = 1
]
− 1

2

∣∣∣∣∣ .

We sayNIC is computationally hiding if for any polynomial-time adversaryA,
Advhide

NIC,A(n) is negligible inn.

Definition 5.1.2 (Binding property). Let NIC = (Setup,Com,Ver) be a non-
interactive commitment scheme. LetA be an adversary. We define the advantage
ofA as

Advbind
NIC,A(n) := Pr

[
Expbind

NIC,A(n) = 1
]
.

We say a non-interactive commitment schemeNIC is computationally binding
if Advbind

NIC,A(n) is negligible inn for any polynomial-time adversaryA.

5.1.3 Special Property

In addition, we define a special property of non-interactive commitment. We say
a non-interactive commitmentNIC is special if the scheme can be modeled as fol-
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lows:

Setup(1n): A setup algorithm, given the security parameter 1n, outputs public
parametersparam. The parameterparam defined the functionComparam :
Mn × Dn→ Rn.

Com(param,msg): A commitment algorithm, givenparamand a valuemsg∈
Mn, first generate a randomnessr ∈ Dn, and outputs a commitmentcmt =

Comparam(msg, r) and a valueov = (msg, r).

Ver(param, cmt,msg,ov): A verification algorithm, givenparam, cmt, msg, and
ov, returns 1 ifcmt= Comparam(msg,ov) and 0 otherwise.

5.2 Example: The Halevi–Micali Commitment Scheme

General constructions of statistically-hiding and computationally-binding string
commitment schemes are known from a family of collision-resistant hash func-
tions [DPP97, HM96]. Their constructions used universal hash functions for the
statistically-hiding property and very similar to each others. For simplicity, we
decide to review the Halevi-Micali construction.

The Halevi–Micali commitment scheme: Halevi and Micali proposed a sim-
ple string commitment scheme based on the collision-resistance hash func-
tion [HM96], which is very similar to one in [DPP98].

Let n denote the security parameter and letl be a positive integer at least 6n+4.
LetHn = {hk : {0,1}∗ → {0,1}n}k∈Kn be a family of collision-free hash functions
andH = {Hn} a hash family. LetHash = (Setup,Eval) be a corresponding hash
scheme. LetFn = { f : {0,1}l → {0, 1}n} be a family of universal hash functions.
For example, we can use{ fa1,...,a6 : GF(2n)7 → GF(2n) : ai ∈ GF(2n)}, where
fa1,...,a6(s0, . . . , s6) = s0 + a1s1 + · · · + a6s6 and eachn-bit stringsi is interpreted as
an element in GF(2n).

The Halevi–Micali commitment scheme (Setup′,Com′,Ver′) is defined as fol-
lows:

Scheme 5.2.1.For simplicity, we setl = 7n.

Setup′(1n): The setup algorithm obtainsa← Setup(1n) and outputsparam= a.

Com′(a,msg): The commitment algorithm computess← ha(msg), picks a ran-
dom r ∈ {0,1}l , computesy← ha(r), and picks a random functionf ∈ F for
which f (r) = s. Then it outputs (cmt,ov) = (( f , y), r).

Ver′(a, ( f , y),msg, r): The verification algorithm accepts ify = ha(r) and f (r) =

ha(msg). Otherwise, rejects.

To pick a random functionfa1,...,a6 such thatr0+a1r1+· · ·+a6r6 = s, it computes
as follows: Choose random elementsa1, . . . ,a5 and computea6 = r−1

6 (s− (r0 +

a1r1 + · · · + a5r5)) if r6 , 0. If r6 = 0, choosea6 at random.
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Halevi and Micali showed that the scheme is computationally binding ifH
is collision resistant and statistically hiding with the distance 2−n. Note that the
length of commitment is|y| + | f | = n+ 6n = 8n and the length of decommitment is
|m| + |r | = |m| + 7n if we use the above universal hash functions. We will employ
this commitment scheme inChapter 9.

5.3 A Lattice-based String Commitment Scheme

Here, we review a more direct and simpler construction from the lattice-based hash
functions without the universal hash functions [KTX08]. The input of the com-
mitment function is anm-bit vectorx obtained by concatenating a random string
ρ = (ρ1, . . . , ρm/2) ∈ {0,1}m/2 and a message strings = (s1, . . . , sm/2) ∈ {0,1}m/2,
i.e., x = ρ ◦ s ∈ {0, 1}m. We then define the commitment function on inputss and
ρ as

ComA(s; ρ) := hA(x).

We define our non-interactive string commitment schemeLNIC by using the above
commitment function:

Scheme 5.3.1(LNIC, [KTX08]).

Setup(1n): Given input 1n, the algorithm samplesA ∈ Zn×m
q and outputs

param= A.
Com(A,msg= s; ρ): Given inputsA and s ∈ {0,1}m/2, the algorithm samples
ρ← {0, 1}m/2. It computesc← ComA(s; ρ), and outputscmt= c andov = ρ.

Ver(A, c, s, ρ): The algorithm checks thats, ρ ∈ {0,1}m/2 andComA(s; ρ) = c.
It outputs 1 if the checks are passed, 0 otherwise.

Lemma 5.3.2. If q is a prime andm > 2n(1 + δ) logq for some constantδ,
if SISq,m,

√
m is hard on the average, then ComA is a statistically-hiding and

computationally-binding string commitment scheme in the trusted set up model.

Proof. The computationally-binding property immediately follows from the
collision-resistant property. We now show the statistically-hiding property.

Let A = [a1 · · · am]. We then haveComA(s; ρ) =
∑m/2

i=1 ρi ai +
∑m/2

i=1 si ai+m/2.
Applying the leftover hash lemma, we can say that a random subset sum ofai is
statistically close to the uniform distribution for almost all choices ofai .

In our proof, we considerZn
q as a finite Abelian groupG. Sincem > 2n(1 +

δ) logq, we have that ( |G|
2m/2

)1/4

≤ q−δn/4.

Thus, byLemma 4.3.3, for all but an at mostq−δn/4 fraction of A = [a1, . . . , am] ∈
Zn×m

q , we have that∆(u,
∑

i∈[m/2] ρi ai) ≤ q−δn/4, whereu ∈ Zn
q is uniform random

variable. Assume that we have suchA. So, we have∆(u,ComA(0m/2; ρ)) ≤ q−δn.
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5.3. A LATTICE-BASED STRING COMMITMENT SCHEME

By the definition ofComA, for any s ∈ {0, 1}m/2, we have∆(u,ComA(s; ρ)) ≤
q−δn/4. By the triangle inequality, we obtain

∆(ComA(s1; ρ1),ComA(s2; ρ2)) ≤ ∆(u,ComA(s1; ρ2)) + ∆(u,ComA(s2; ρ2))

≤ 2q−δn/4,

for any messages1 ands2. This shows that, for all but negligible fraction of choice
of A, distributions of two commitments are statistically close.

�

5.3.1 Extending the Domain

Notice that the message space of commitment function is simply extended by the
using combining collision-resistant hash functionh : {0, 1}∗ → {0, 1}m/2 [KR00].
New commitment functionCom′ is defined by

Com′(s; ρ) = Com(h(s); ρ).

We here take more direct way to extend the domain. The spirit of the proof
is essentially same as that of Krawczyk and Rabin [KR00]. Using the Merkle–
Damgård technique [Mer89, Dam89], we obtain a string commitment scheme
whose commitment function isComA : {0, 1}∗ × {0,1}m/2 → Zn

q rather than
ComA : {0, 1}m/2 × {0,1}m/2→ Zn

q as the following.
Assume thatm = 2r. Let A = [B|C], whereB,C ∈ Zn×r

q . For X ∈ Zn×r
q , we

define fX : {0, 1}r → Zn
q as the hash functionfX(s) = Xs modq.

To apply the Merkle–Damgård technique, we need two utility functions in our
case. Letl be

⌈
n logq

⌉
and let t : Zn

q → {0,1}l be some one-to-one function
that we computet andt−1 efficiently, sayt(a) outputs a binary string representing∑

i∈[n] aiqi−1. Next, let pad : {0, 1}∗ → {0,1}∗ be the padding function for the
Merkle-Damgård construction. We employ Merkle’s padding functionpad pads
with 0 and adds the length information to the original message. Let 0< b <

r − l be the length parameter. Formally, if we have a block compression function
f : {0,1}r → {0,1}l the padding function works on inputs ∈ {0, 1}∗ of length
0 < a < 2b as follows.

pad(s) = s◦ 10d ◦ lenb(a),

whered is the smallest non-negative integer such thata+ d + b+ 1 is a multiple of
r − l, b is some fixed integer lenb(a) denotes theb-bit representation of the integer
a.

Applying the Merkle–Damgård construction tofC, we obtain new hash func-
tion hC : {0, 1}∗ → Zn

q. The precise definition ofhC is as follows:

1. On inputs, obtain a padded messageS← pad(s)

2. Chop it into (S0, . . . ,Sk), whereSi ∈ {0,1}r−l

3. Let H0 = 0 (more generally, some fixedIV can be used)
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4. For i = 1 tok + 1 doHi ← fC(t(Hi−1) ◦ Si−1)

5. OutputHk+1

Our new commitment scheme is defined as follows: fors ∈ {0,1}∗ andρ ∈
{0, 1}r ,

ComA(s; ρ) := hC(s) + fB(ρ) modq.

Lemma 5.3.3. If there exists a polynomial-time machine outputting a collision for
ComA, then there exists a polynomial-time machine outputting a collision forfA.

Proof. Let us assume that we obtain a collision (s, ρ), (s̃, ρ̃) ∈ {0, 1}∗ × {0,1}r for
ComA. By the assumption, we have

hC(s) + fB(ρ) ≡ hC(s̃) + fB(ρ̃) (mod q).

If ρ = ρ̃, we haves, s̃andhC(s) = hC(s̃). Using the reduction for the Merkle-
Damgård construction (see e.g., [KL07, Thm. 4.14]), we obtainu , ũ ∈ {0, 1}r
such thatfC(u) = fC(ũ). Thus, we have a collisionu ◦ ρ, ũ ◦ ρ ∈ {0,1}2r for fA.

Next, we assume thatρ , ρ̃. Let S and S̃ be padded messages ofs and s̃,
respectively. Assume thatS andS̃ are chopped into (S0, . . . ,Sk) and (S̃0, . . . , S̃k′),
respectively. LetHk and H̃k′ be inner hash values fors and s̃ in the algorithm,
respectively. By the definition ofHk andH̃k′ , we obtain

hC(s) = fC(t(Hk) ◦ Sk),

hC(s̃) = fC(t(H̃k′) ◦ S̃k′).

Combining the above equations with the assumption, we obtain

fA(t(Hk) ◦ Sk ◦ ρ) = fA(t(H̃k′) ◦ S̃k′ ◦ ρ̃).

So, we have a collisiont(Hk) ◦ Sk ◦ ρ andt(H̃k′) ◦ S̃k′ ◦ ρ̃ ∈ {0,1}2r for fA. �

We use this commitment scheme in the rest of the paper. We often abuse
the notation ofComA. For exampleComA(v1, v2; ρ) denotesComA(string(v1) ◦
string(v2); ρ), where string(v) is a binary representation ofv.

5.4 An Ideal-Lattice-Based String Commitment Scheme

Using ILHash in Section 4.4we also obtain a simple string commitment scheme.
We first extend the notation ofCom: For ǎ ∈ Rm

f ,q,

Com̌a(·) = ComRotf (ǎ)(·).

We define our non-interactive string commitment schemeILNIC.

Scheme 5.4.1(ILNIC, [KTX08]).
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Setup(1n): Given input 1n, the algorithm sampleša ∈ Rm
f ,q and outputsparam=

ǎ.
Com(ǎ,msg= s; ρ): Given inputsA and s ∈ {0, 1}mn/2, the algorithm samples
ρ ← {−1,0,+1}mn/2. It computesc ← Com̌a(s; ρ), and outputscmt = c and
ov = ρ.

Ver(ǎ, c, s, ρ): The algorithm checks thats ∈ {0, 1}mn/2, ρ ∈ {−1,0,+1}mn/2 and
Com̌a(s; ρ) = c. It outputs 1 if the checks are passed, 0 otherwise.

We apply Micciancio’s regularity lemma toILHash and obtain the statistically-
hiding property of a string commitment scheme. Straightforwardly, the
computational-binding property follows from the collision-resistant property of
the underlying hash function. Formally, we obtain the following lemma as in
Lemma 5.3.2.

Lemma 5.4.2. Let f ∈ Z[x] be a monic and irreducible polynomial of degreen.
Let q be a prime polynomially bounded byn. Let f =

∏
i∈[t] f i is the factorization

of f overZq. Let

∆ =
1
2

∆(q, f ,3) =
1
2

√√∏

i∈[t]

(
1 +

( q
3m

)deg(f i )
)
− 1,

defined in Section 4.4.2. The schemeILNIC is a statistically-hiding and
computationally-binding string commitment scheme in the trusted setup model if
f -SIS∞q,m,1 is hard on average and if∆ is negligible inn.

Furthermore, letE3 = EF∞(f ,3). Let m > 4 logq and q > 3E3mn3/2 logn.
Then, forγ = 8E2

3mnlog2 n, if f -SVP∞γ is hard in the worst case and∆ is negligible
in n, the schemeILNIC is a statistically-hiding and computationally-binding string
commitment scheme.

In particular, let f = x2k
+ 1 with k ≥ 2 and q ≡ 3 mod 8, the scheme is

statistically hiding byLemma 4.4.5.

Using the Merkle-Damgård technique, we obtain the string commitment scheme
whose commitment function isComA : {0,1}∗×{0,1}mn/2→ Zn

q rather thanComA :
{0,1}mn/2 × {0,1}mn/2→ Zn

q.
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6
Identification

This chapter contains identification (ID) schemes based on lattice problems and
new security proofs for the variants of the Micciancio-Vadhan ID scheme.

Organization: Section 6.1introduces public-key identification, the construc-
tion idea, and comparisons.Section 6.2reviews the definitions of identification
schemes. We review the several identification schemes in this chapter. InSec-
tion 6.3, we review the Micciancio and Vadhan protocol. The ID schemes based
on them are inSection 6.4. Section 6.5reviews the identification scheme given by
Lyubashevsky.Section 6.6reviews Stern’s protocol and, based on it, we review the
Kawachi–Tanaka–Xagawa identification schemeSection 6.7. Finally, we review
the new Lyubashevsky identification inSection 6.8.

6.1 Introduction

We have already noted hash schemes and commitment schemes in the previous
chapters (Chapter 4and Chapter 5). We next describe the identification (ID)
schemes based on lattice problems, which are directly based on the lattice-based
hash schemes.

Roughly speaking, in apublic-keyID scheme, a user registers its public key
to a server. When the user wants to log in the server, the user proves its identity
to the server by using a protocol. The security is captured by any polynomial-
time adversary cannot impersonate the user. For the details of model and security
notions, seeSection 6.2.

Micciancio and Vadhan [MV03] proposed ID schemes based on lattice prob-
lems, such as GapSVP or GapCVP. These schemes are obtained from their sta-
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tistical zero-knowledge protocol with efficient provers for the lattice problems.
Lyubashevsky also constructed lattice-based ID schemes secure against active at-
tack [Lyu08a]. Kawachi, Tanaka, and Xagawa [KTX08] proposed the ID schemes
which are based on Stern’s ID scheme [Ste96]. Finally, Lyubashevsky gave an
efficient ID scheme based on the ideal-lattice-based hash functions [Lyu09].

These ID schemes (except the one of the Micciancio and Vadhan ID schemes)
are secure againstconcurrentattack1 under the assumptions on theworst-case
hardness of lattice problems.

6.1.1 Main Ideas

In this section, we only discuss the ID schemes based on lattice problems rather
than ideal-lattice-based ones, which is mainly same to the lattice-based one.

Quick remainder of the lattice-based hash family: We use the above rela-
tionship for our security reduction. Hence we mainly deals with SIS instead of
GapSVP. Recall the lattice-based hash familyH(q,m) = LHash with a domain
Dn ⊆ Zm. A key is a random matrixA ∈ Zn×m

q . For e ∈ Dn, a hash value is
hA(e) := Ae modq. Let d2 be the maximum length of vectors inDn. A collision
(e, e′) of the hash functionhA implies a solutionz = e− e′ of SISq,m,2d2. Thus, the
security of the hash family is based on the worst-case hardness of GapSVP with
approximation factor̃O(d2 ·

√
n) by Theorem 2.4.9.

Strategy to obtain concurrent security: The rough idea to obtain the concur-
rent security is summarized as follows: Fix the security parametern and letHn be a
family of collision-resistant hash functions. Letha be the hash function with a key
a. The secret key ise ∈ Dn and the public key isu = ha(e). The prover proves its
possession ofe by a witness-indistinguishable and proof-of-knowledge (WIPoK)
protocol. (The properties are defined later. SeeSection 6.2.) In a proof, a simu-
lator simulates the prover oracle by using a secret keye. By using the knowledge
extractor of the protocol, the simulator extracts a secret keye′ such thatha(e′) = u.
Then, it outputse ande′ as the collision of the hash functions. The witness indis-
tinguishability ensures thate, e′ with certain probability.

Applying this strategy to the lattice-based hash functions, we can consider the
following general construction: The public parameter isA ∈ Zn×m

q . The secret
key is e ∈ Dn and the public key isu ← Ae modq. The protocol is a WIPoK
protocol for NP problem. The obtained scheme is less efficient because it employs
the general WIPoK protocol.

1 In passive attack, an adversary could only eavesdrop the transaction between the prover and
the verifier. Inactive attack, an adversary could interact with the prover prior to impersonation.
In concurrent attack, an adversary could interact with many different prover “clones” concurrently
prior to impersonation. Each clone has the same secret key, but has independent random coins and
maintains its own state. After interacting with many clones, the adversary tries impersonation. See
the definition inSection 6.2.
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To make a scheme efficient, the researchers tailored the protocols in the
scheme. There are several difficulties to construct the protocol. We describe them
and how to overcome them in each sections.

6.2 Definitions

In order to define models and security notions, we need to define protocols. In
addition, we define properties of them.

6.2.1 Protocols

Provers and verifiers: An interactive algorithmA is a stateful algorithm that,
given an incoming messageMin and state informationst, outputs an outgoing mes-
sageMout and updated statest′ (we will write (Mout, st′) ← A(Min, st)). We say
thatA accepts ifst′ = 1 and rejects ifst′ = 0.

An interaction between a proverP and a verifierV ends whenV either accepts
or rejects. We will write

(tr ,dec)← Run[P(p1, . . . )
OP1,... ↔ V(v1, . . . )

OV1,...]

to indicate that we letP having the accesses to the oraclesOP1, . . . interact with
V having the accesses to the oraclesOV1, . . . , having provided bothP andV with
fresh random coins, to get a transcripttr and a boolean decisiondec.

Properties of Protocols

We first review the definition of aviewof the verifier.

Definition 6.2.1. Let (P,V) be an interactive protocol.V’s view of (P,V) on com-
mon input x, P’s input w, V’s input z is the random variable〈P(w),V(z)〉(x) =

(r; m1, . . . ,mt), wherem1, . . . ,mt are exchanged messages betweenP andV andr
is a random tape ofV. That is, a random tape and a transcript betweenP andV.

We say an interactive protocol is an interactive proof system if the prover
proves the validity of the instancex with the languageL with completeness at
least 2/3 and soundness at least 1/3.

Definition 6.2.2 (interactive proof system). Let (P,V) be an interactive protocol.
(P,V) is said to be an interactive proof system for a languageL, if V is probabilistic
polynomial-time algorithm and the followings hold:

1. For everyx ∈ L,

Pr
P,V

[dec= 1 : (tr ,dec)← Run[P(x)↔ V(x)]] ≥ 2/3.
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2. For everyx < L and for everyP∗,

Pr
P,V

[dec= 1 : (tr ,dec)← Run[P∗(x)↔ V(x)]] ≤ 1/3.

The quantities 2/3 and 1/3 can be replaced withc andc − 1/poly(n), wherec ∈
(0, 1) is a constant andn is the security parameter.

Zero knowledge: The zero-knowledge property captures the interaction to the
proverP does not provide a knowledge with even a cheating verifierV∗ computa-
tionally. (The interaction may give a knowledge to the verifier but this knowledge
is useless for the polynomial-time algorithmV∗.) The idea is formulated by a sim-
ulator. If there is a simulator having no knowledge on witness and interacting with
V∗, the provided knowledge is useless forV∗. We employ the black-box simulator
definition for simplicity. See [Gol01, Section 4] for the details and the discussions
on strength of definitions.

Definition 6.2.3 (black-box simulation zero knowledge). We say an interactive
proof system (P,V) for L is a perfect/statistical/computational-zero-knowledge
protocol if there exists a probabilistic polynomial-time algorithmSim such that

1. for all x ∈ L, Pr[SimV∗(x) = ⊥] ≤ 1/2,

2. for every probabilistic polynomial-timeV∗ and for anyx ∈ L

S̃im
V∗

(1n, x) ≈P/S/C 〈P,V〉(1n, x),

whereS̃im
V∗

(s) denotes the output distribution ofSim having the oracle access
to V∗ on inputs, conditioned onSim(s) , ⊥.

Witness indistinguishability: Let L be an NP language, that is, there exist a
polynomialQL(·) and a polynomial-time algorithmML such that,

1. For everyx ∈ L, there existsw ∈ {0, 1}QL(|x|) such thatML(x,w) = 1.

2. For everyx < L and for anyw ∈ {0, 1}QL(|x|), ML(x,w) = 0.

Then, we can define the binary relationRL = {(x,w)|w ∈
{0,1}QL(|x|) such thatML(x,w) = 1}. Suppose thatx has two witnessesw and
w′ such that (x,w) and (x,w′) in RL. The witness indistinguishability says that the
verifier cannot distinguish which witness the prover uses even if the verifier knows
both witnesses. The formal definition is given below.

Definition 6.2.4. Let L be an NP language. Let (P,V) be an interactive proof sys-
tem for L. We say that (P,V) is (perfectly/statistically/computationally) witness-
indistinguishable if for every probabilistic verifierV∗ running in time poly(n) and
for any fixedx ∈ L andz ∈ {0, 1}∗, for any two witnessesw1 andw2 for x

〈P(w1),V∗(z)〉(1n, x) ≈P/S/C 〈P(w2),V∗(z)〉(1n, x).
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If the protocol is (perfectly/statistically/computationally) zero knowledge
then the protocol is (perfectly/statistically/computationally) witness indistinguish-
able [FS90]. We omit the definition of witness hiding because we do not exploit
this property explicitly. See [FS90] for the definition.

6.2.2 Model of Identification Schemes

We adopt the definition of identification schemes given in [AABN02]. An identifi-
cation schemeSID is a quadruplet of algorithms (Setup,KG,P,V).

Setup(1n): A setup algorithm, given the security parameter 1n, outputs public
parametersparam.

KG(param): A key-generation algorithm, given the public parameterparam,
outputs a key pair of a public key and a secret key (pk, sk).

P(param,pk, sk), V(param, pk): (P,V) is an interactive protocol. A prover algo-
rithm P takesparam, pk, andskas inputs. A verifier algorithmV takesparam
andpk as inputs. At the end of interaction,V outputs 0 (reject) or 1 (accept).

We require the natural correctness condition; For anyparamand (pk, sk) gen-
erated bySetup(1n) andKG(param), the decision ofV(param, pk) interacting with
P(param,pk, sk) is 1 with probability 1. That is,

Pr

dec= 1 :
param← Setup(1n);
(pk, sk)← KG(param, i);
(tr ,dec)← Run[P(param, pk, sk)↔ V(param, pk)];

 = 1.

An ID scheme is said to becanonicalif the protocol is 3-move and public coin,
that is,

P = (P1,P2): A prover algorithm consists of two algorithmsP1 andP2.

P1(param,pk, sk): A first prover algorithm, givenparam, pk, andsk, out-
puts a commitmentcmtand its state informationstP.

P2(ch, stP): A second prover algorithm, given a challengech and a state
informationstP, outputs a responsersp.

V = (V1,V2): A verifier algorithm consists of two algorithmsV1 andV2.

V1(): A first verifier algorithm choosech ← C uniformly at random and
outputsch.

V2(param,pk, cmt, ch, rsp): A second verifier algorithm, givenparam, pk,
cmt, ch, andrsp, returns 0 (reject) or 1 (accept).

In the first move, the prover invokesP1 and sendscmt to the verifier. In the second
move, the verifier invokesV1 with its randomness and sendsch, where this is the
public coin sinceV1 is the identity algorithm. In the third move, the prover invokes
P2 and sendsrsp to the verifier.
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6.2.3 Security Notions

We are interested in concurrent attack, which is stronger than active and passive
attack. We employ the definition of concurrent security in [BP02]. In concur-
rent attack, the adversary will play the role of a cheating verifier prior to imper-
sonation and can interact many different prover clones concurrently. Each clone
has the same secret key, but has independent random coins and maintains its own
state. We saySID is secure against impersonation under concurrent attack, if
any polynomial-time adversary cannot, given a random public key of a legitimate
prover, impersonate the legitimate prover.

We describe the formal definition as follows. Consider the experiment
Expimp-atk

SID,A (n) between the challengerC and the impersonatorA = (CV,CP), where
atk ∈ {pa,aa, ca}.
Experiment Expimp-atk

SID,A (n):

Setup Phase:The challengerC obtainsparam← Setup(1n). Next,C ob-
tains (pk, sk) ← KG(param) and setsPS← ∅, wherePS denotes the set
of prover’s sessions. The impersonatorCV is given the security parameter
1n, the system parameterparam, and the target public keypk.

Learning Phase: The impersonatorCV can query to the prover oracle
Prov.

• The oracleProv receives inputss,Min. This oracle changes its be-
havior in three attacks.

– If atk = pa, it obtains (tr ,dec) ← Run[P(param,pk, sk) ↔
V(param, sk)] and returns (tr , dec) to the adversary.

– If atk = aa, it runs as follows: Ifs < PS then it setsPS← {s},
picks a random coinρ, and sets a state of the proverstP[s] ←
(param, sk, ρ). Next, it obtains (Mout, stP[s]) ← P(Min, stP[s]).
It returnsMout.

– If atk = ca, it runs as follows: Ifs < PS then it addss to
PS (that is,PS ← PS ∪ {s}), picks a random coinρ, and sets
a state of the proverstP[s] ← (param, sk, ρ). Next, it obtains
(Mout, stP[s]) ← P(Min, stP[s]). It returnsMout.

Challenge Phase:CV outputsstCP. The challenger givesstCP to CP. Fi-
nally, the challenger obtains (tr ,dec) ← Run[CP(stCP) ↔ V(param,pk)]
and returnsdec.

Notice that if atk= pa the adversary could learn only transcripts between the
legitimate prover and verifier. If atk= aa, the adversary could interact with the
legitimate prover sequentially and has the power to abort the session. If atk= ca,
the adversary interact with the legitimate prover concurrently by indicating each
interaction with session identifier.
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Definition 6.2.5. Let SID = (Setup,KG,P,V) be an ID scheme,A = (CV,CP)
an impersonator, andn a security parameter. We define the advantage ofA as
Adv imp-atk

SID,A (n) := Pr
[
Expimp-atk

SID,A (n) = 1
]
. We say thatSID is secure against imper-

sonation under passive, active, and concurrent attacks ifAdv imp-atk
SID,A (·) is negligible

for every polynomial-time adversaryA where atk= pa,aa, ca, respectively.

Special Soundness

We say a canonical ID scheme is special sound if an adversary, givenparam
and sk, outputs (cmt, ch1, rsp1) and (cmt, ch2, rsp2) in the challenge phase with
non-negligible probability such thatch1 , ch2 and V2(param, pk, ch1, rsp1) =

V2(param,pk, cmt, ch2, rsp2) = 1 then we can computeskcorresponding topk.
We say a canonical ID scheme is BS-special sound (in Bellare and

Shoup [BS08]) if no polynomial-time adversary in theExpimp-atk
SID,A (n) cannot out-

puts (cmt, ch1, rsp1) and (cmt, ch2, rsp2) in the challenge phase with non-negligible
probability such that (ch1, rsp1) , (ch2, rsp2) and V2(param,pk, ch1, rsp1) =

V2(param,pk, cmt, ch2, rsp2) = 1.
Often, the BS-special soundness is a stronger requirement than the special

soundness.

6.3 The Micciancio–Vadhan Protocol

In [MV03], Micciancio and Vadhan proposed statistical zero-knowledge proof sys-
tems for GapCVPδ and GapSVPδ. Here, we only discuss the one for GapCVPδ.
Their protocol can be considered a zero-knowledge variant of the coAM protocol
by Goldreich and Goldwasser [GG00].

Scheme 6.3.1(The MV Protocol [MV03]). The protocol is parameterized by an
integerk. The common input is a triplet (B, t, d), which is an instance of GapCVPδ.
Prover’s auxiliary input is a lattice vectorBw ∈ Λ such that‖t − Bw‖ ≤ d. In the
following, we denotet − Bw by u.

Step P1 (commitment):
1. For i = 1, . . . , k, chooseci ∈ {0, 1} andr i ∈ B(δd/2) uniformly at random.
2. Check that there exists an indexi∗ such that‖r i∗ + (2ci∗ − 1)u‖ ≤ δd/2

and storei∗. Otherwise, seti∗ = 1 and redefineci∗ = 0 and r i∗ = u/2
to satisfy‖r i∗ + (2ci∗ − 1)u‖ ≤ δd/2. (This procedure makes the protocol
perfectly correct.)

3. Computeyi = ci t + r i mod B for all i.
4. Sendy1, . . . , yk to the verifier.

Step V1 (challenge):Flip a fair coinc← {0,1} and send it to the prover.

Step P2 (response):Receive a bitc ∈ {0, 1}.
1. ComputeBvi = yi − (r i + ci t) for all i.
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2. If c ,
⊕

i ci then replaceci∗ andBvi∗ by 1− ci∗ andB(vi∗ + (2ci∗ − 1)w).
3. Sendc1, . . . , ck andv1, . . . , vk to the verifier.

Step V2 (verification): Receivek bits c1, . . . , ck andk vectorsBv1, . . . , Bvk ∈
L. If

⊕
i ci = c and‖yi − (Bvi + ci t)‖ ≤ δd/2 for all i the verifier accepts,

otherwise rejects.

Intuitively, when the instance is an YES instance, the prover cancheatby r i∗

in both ballsB(0, δd/2) andB(t, δd/2) since two balls overlap sufficiently. When
the instance is a NO instance, two balls do not overlap and the prover cannotcheat.
We note that the protocol is alreadyk-concatenated by the ORing composition.
Notice that we can simulate the prover oracle in passive attacks, since the protocol
is honest-verifier statistical zero knowledge.

The properties of the protocol are summarized as follows:

Theorem 6.3.2([MV03, Lemma 4 and Corollary 6]). Suppose that the security
parameter isn, and Λ(B) ⊆ Zm, wherem = poly(n). The above system is a
statistical zero-knowledge proof system forGapCVP2

δ with perfect completeness
and soundness error1/2, provided one of the following conditions holds true:

• δ = Ω(
√

m/ logm) andk = poly(n) is a sufficiently large polynomial,

• or δ = Ω(
√

m) andk = ω(logn) is any super-logarithmic function ofn,

• or δ = m0.5+Ω(1) andk = ω(1) is any super-constant function ofn.

Precisely speaking, there exists a simulatorSim such that the statistical difference

of S̃im
V∗

(B, t, d) from 〈P,V∗〉(B, t,d) is at most2 · (1 − β(2/δ))k, whereβ(ε) is
the relative volume of the intersection of twom-dimensional unit spheres whose
centers are at distanceε. Additionally, the protocol is honest-verifier statistical
zero knowledge. Furthermore, there exists a knowledge extractorKE; if there ex-
ists a cheating proverP∗ who makesV accept with probability1/2 + ε on some
instance(B, y,d) thenKEP∗(B, t,d) outputs a lattice vectorBw ∈ L(B) satisfying
‖t − Bw‖ ≤ δd in timepoly(n)/ε2.

The above parameters are obtained by the boundβ(ε) ≥ max{3 ·
exp(−ε2m/2),1− ε √m}. See, for example, [GG00].

6.4 The Variants of the Micciancio–Vadhan Schemes

Combining the lattice-based hash family with the MV protocol [MV03], we obtain
several ID schemes. In this section, we argue their concurrent security.

In [MV03, Section 5], they discussed identification schemes using their proto-
col. A summary of their discussions is as follows:

1. A passively secureω(logn)-round ID scheme is obtained by sequential com-
position. The public key is an YES instance (B, t,d) and the secret key is the
corresponding witnessBw.
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2. A passively secure 3-round ID scheme is obtained by parallel composition.
The public key is two YES instances of GapCVPδ and the secret key is one of
the corresponding witness.

3. A concurrently secure 3-round ID scheme is obtained by parallel composition
and the ORing technique. The public key is two YES instances of GapCVPδ

and the secret key is one of the corresponding witness. (Applying techniques
of De Santis, Di Crescenzo, Persiano, and Yung [DSDCPY94] and of Feige
and Shamir [FS90], the ID scheme can be proven to have concurrent security.)

4. (MV-IDGL,p) A passively secure 3-round ID scheme is obtained by using ran-
dom latticesΛ⊥q (A) under the worst-case assumptions of lattice problems. In
order to obtain keys, one computes a public keyA ∈ Zn×m

q and a secret key
e ∈ {0,1}m such thatAe≡ 0 (mod q). (See [Ajt96].) The prover, given a com-
mon input (B,

√
m) and an auxiliary inpute, proves thate ∈ Λ⊥q (A) is short by

using the MV protocol for GapSVP2δ.

5. (MV-ID+
GL,p) A concurrently secure 3-round ID scheme is obtained by applying

the ORing technique to the above passively secure ID scheme.

6. A passively secure 3-round ID scheme is obtained from the assumption that
GapCVP with preprocessing (for the state-of-the-art hardness results of this
problem, see [AKKV05]) is hard for some approximation factor. The third
party chooses a common random matrixB. Each user chooses a short error
vectorx as a secret key, and computes a public keyy = x mod B.

Their discussion (4) says that, by combining their protocol for GapSVPδ and
random latticesΛ⊥(A), we obtain an ID scheme which is secure against imper-
sonation under passive attack under the worst-case hardness assumption of lattice
problems. Their discussion (5) also says that we have a concurrently secure ID
scheme based on the worst-case hardness of lattice problems2.

An Observation: In more direct way, we obtain concurrently secure ID schemes
(MV-ID++

L,∗) by combining the lattice-based hash familiesH(q,m) orH(f ,q,m) and
the protocol for GapCVPδ which are similar to the ID schemes in their discussion
(6); The common lattice is set to beΛ⊥q (A), where the third party publishesA
uniformly chosen fromZn×m

q . The secret key iseand the public key isu = Ae mod
q.

A syndromeu indicates a target vectort ∈ Zm such thatAt ≡ u (mod q). (See
[GPV08, Section 5.1] for this isomorphism between a set of syndrome and that of

2 In [Lyu08a, Section 1.2], Lyubashevsky wrote “ In this work [MV03], the authors [Micciancio
and Vadhan] show an efficient-prover SZK proof system for certain lattice problems and mention that
one convert the proof system into an identification scheme. The conversion is non-trivial (due to the
problem of zero-knowledge not being closed under parallel-composition), and many details remain
to be filled in.” But, it is easy to verify that the conversion yields a concurrently secure ID scheme,
as they and we discussed in (5)MV-ID+

GL,p. We note that the assumption is the worst-case hardness
of SIVPÕ(n1.5) and it is weaker than that of SIVPÕ(n2) Lyubashevsky used in [Lyu08a].
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target vectors.) We can compute a close vector in latticex = t − e ∈ Λ⊥(A). The
distance betweeneandt is exactly‖x‖2 which is at mostd2. So, the prover will run
the MV protocol for a basisB of the latticeΛ⊥q (A), a target vectort, a thresholdd,
a parameterδ, and a secret vectorx.

The detail is in the next section.

6.4.1 Concrete Schemes

Let us describe the ID schemes, namedMV-ID++
L,∗, whereL ∈ {GL,C/IL} denotes

the underlying hash functions and∗ ∈ {p, s} denotes parallel and sequential com-
position.

When we use ideal-lattice-based hash functions, we replacem with mn. We
denote a set of keys of a hash familyA by Kn, which isZn×m

q in the case of the
lattice-based hash familyLHash and Rotf (Rm

f ,q) in the case of ideal-lattice-based
hash familyILHash. Let d2 andd∞ denote max{‖e‖2 : e ∈ Dn} and max{‖e‖∞ : e ∈
Dn}, respectively.

Scheme 6.4.1(MV-ID++
L,∗). All of the participants agree the parametersm, q, f , Dn,

andδ = Ω(
√

n/ logn). The concrete schemeMV-ID++
L,∗ is defined as follows.

Setup(1n): Given the security parameter 1n, the setup algorithm choosesA ←
KS, whereKn = Zn×m

q if L = GL and Kn = Rotf (Rm
f ,q) if L = C/IL. In the

following, B denotes a basis ofΛ⊥q (A) and all of the participants agree the
matrix B, say an Hermite normal form of the public lattice.

KeyGen(A): Given the public parameterA, the key-generation algorithm
choosese ← Dn uniformly at random, computesu ← Ae modq, and out-
puts (pk, sk)← (u, e).

P and V: They interact as follows:
1. Compute a target vectort ∈ Zm or Zmn such thatAt ≡ u (mod q).
2. (The prover) computex = t − e.
3. If L = GL setd = d2. If L = C/IL setd =

√
mn· d∞.

4. They setB, t, andd as the common input andx as prover’s auxiliary
input. On the condition∗ ∈ {p, s}, they run the MV protocol for GapCVPδ
in parallel or sequential int = ω(logn) times, respectively.

The security of the protocol is summarized as follows:

Theorem 6.4.2. Assume thatqn/ |Dn| is negligible in n. The above scheme
MV-ID++

L,∗ is concurrently secure whereL = GL or C/IL if SIS2
q,m,O(δd2) or f -

SIS∞
q,m,O(δ

√
mnd∞)

is hard on average. In particular,

• if q = poly(n), m = Θ(n logq), δ =
√

m, and Dn = {0, 1}m, then we have
d2 =

√
m and the security ofMV-ID++

GL,∗ is based on the worst-case hardness
of SIVPÕ(n1.5), and
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• if f is suitable,q = poly(n), m = Θ(logq), δ =
√

mn, andDn = {0,1}mn, then
we haved∞ = 1 and the security ofMV-ID++

C/IL,∗ is based on the worst-case
hardness off -SVP∞

Õ(n2)
.

In the proof, we use the simulatorMV.Sim and the extractorMV.KE as the
black box.

Proof. Since the MV protocol is witness indistinguishable, so are its parallel and
sequential versions. The challenger, given a random matrixA from Kn, runs the
adversary against concurrent security. The challenger makes a secret keye and a
public keyu ≡ Ae modq. Using the secret key, it can simulate the prover oracle
perfectly. Using the knowledge extractorMV.KE, it obtainsx′ ∈ Λ⊥q (A) such that
‖t − x′‖ ≤ δd. Thus, if x′ does not equal tox = t − e, then we have a short
vector z = x − x′ in Λ⊥q (A) whose length is at most (δ + 1)d, since‖x − x′‖ ≤
‖t − x′‖ + ‖x − t‖ ≤ δd + ‖e‖. Next, we estimate the probability thatx , x′. If
qn/ |Dn| is negligible inn, then a simple argument shows that, we havex , x′ with
probability at least 1/2, since the MV protocol is witness indistinguishable.

If L = GL, d is set asd2. Thus, the length ofz is at most (δ + 1)d = O(δd2). If
L = C/IL, the thresholdd is set as

√
mn· d∞. Hence, the max norm ofz is at most

(δ + 1)d = O(δ
√

mn· d∞). This completes the proof. �

6.5 Lyubashevsky’s Scheme – 1

We next review the Lyubashevsky ID schemesLy08-IDL,p [Lyu08a], whereL ∈
{GL,C/IL}.

The protocol is algebraic structure, while the MV protocol exploited the geo-
metric structure.

Let us recall the Random-or-Masked protocol often used in the protocols for the
number-theoretic relations. The typical example is the Schnorr protocol [Sch91].
Let g be a generator of a cyclic groupG of order primeq. Let a common input be
(g,G, q, u = ge) and auxiliary inpute ∈ Zq. In the protocol, (1) the prover chooses
r ← Zq and commitsy = gr , (2) the verifier chooses a challengec ← {0,1},
which corresponds verifier’s order to open “random” or “masked” values, (3) the
prover respondsz = ce+ r modq, and (4) the verifier accepts ifz ∈ [0,q− 1] and
gz = uc · y. The prover opensr if c = 1 and it opense + r otherwise. It is easy
to show that the protocol has soundness 1/2 and is perfectly zero knowledge and
proof of knowledge (in addition, has special soundness).

Lyubashevsky applied this strategy to the lattice-based hash functions. The
auxiliary input ise← Dn = {0,1}m and the common input isA andu = Ae modq.
In the first attempt, the protocol is (1) the prover choosesr ∈ [0, . . . ,D]m and
commitsy = Ar modq, (2) the verifier chooses a challengec ← {0,1}, (3) the
prover respondsz = ce+ r, and (4) the verifier accepts ifz ∈ [0, . . . ,D + 1]m and
Az≡ cu + y (mod q).
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But, this direct approach fails, facing a dilemma. If we setD = q − 1, the
adversary without knowledge ofecan make the verifier accept. On the contrary, if
we setD < q− 1, the responsez will leak the secret sinceq = poly(n). If e1 = 1,
the first coordinate of the responsez1 takes a valueD+1 with probability 1/(D+1),
while z1 cannot takes a valueD + 1 if e1 = 0.

This problem is overcome by the discard of the response. The prover aborts
the protocol if z leaks the secrete. The abortion makes the protocol not zero
knowledge, but we can show the protocol is witness indistinguishable by taking
the parameters carefully.

The basic protocol is defined as follows:

Scheme 6.5.1(Basic protocol [Lyu08a]). All of the participants agree with the
parameterm = m(n) andq = q(n). In addition, they agree with the setsDe, Dr , and
G.

Setup(1n): The setup algorithm, given 1n, outputs a random matrixA← Kn.

KeyGen(A): The key-generation algorithm, given the public parameterA,
chooses a random vectore ∈ De and computesu ← hA(e) ∈ Zn

q. It outputs
(pk, sk) = (u,e).

P = (P1,P2), V = (V1,V2): The common inputs areA andu. Prover’s auxiliary
input ise. They interact as follows:
Step P1: Pick a randomr ← Dr and sendy← hA(r).
Step V1: Send a random challengec← {0, 1}.
Step P2: Computez← ce+ r. If z ∈ G, then send it to the verifier. Other-

wise, send⊥ and abort the protocol.
Step V2: Receivingz, accepts ifz ∈ G andhA(z) = cu + y.

In the following, we only discuss the case whereL = GL. The choice of
the parameters is as follows:m =

⌊
4n logn

⌋
, q = Θ̃(n3), De = {0,1}m, Dr =

{0,1, . . . ,5m− 1}m, andG = [5m− 1]m.3

Lyubashevsky showed the followings:

1. For m ≥ 10, the completeness error is at most 0.19, that is, PrP,V[dec = 1 :
(tr ,dec)← Run[P(A, u,e)↔ V(A,u)]] ≥ (1− 1/5m)m ≥ 0.81.

2. The protocol is statistically witness indistinguishable.

3. For anyA, Pre←{0,1}m[∃e′ ∈ {0, 1}m \ {e}, hA(e) = hA(e′)] ≥ 1− 2n logq−m.

For the proofs, see [Lyu08a]. In the next section, we give the full description of the
schemeLy08-IDL,∗.

3 we change the verification procedure. In the original, the verifier checks‖z‖ ≤ 5m1.5 instead of
z ∈ G.
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6.5.1 Description

Scheme 6.5.2(Ly08-IDL,p [Lyu08a]). All of the participants agree with the param-
eterm = m(n) andq = q(n). In addition, they agree with the setsDe, Dr , and
G.

Setup(1n): The setup algorithm, given 1n, outputs a random matrixA← Kn.

KeyGen(A): The key-generation algorithm, given the public parameterA,
chooses a random vectore ∈ De and computesu ← hA(e) ∈ Zn

q. It outputs
(pk, sk) = (u,e).

P = (P1,P2), V = (V1,V2): The common inputs areA andu. Prover’s auxiliary
input is e. The protocol ist-parallel ort-sequential composition of the basic
protocol. If the verifier of the basic protocol accepts at least 0.65 fraction of
thet protocols, then the verifier accepts. Otherwise, it rejects.

The completeness error is reduced to at most 2−t/14, shown by the Chernoff
bound. The security ofLy08-IDGL,p is summarized as follows:

Theorem 6.5.3 (Theorem 13, [Lyu08a]). If there is an adversary breaking
Ly08-IDGL,p in timeT and with probabilityε, then there exists an algorithm solv-
ing SISq,m,β in timepoly(T,n) with success probabilityΩ(ε2 − 2−t/18+1) − negl(n),
whereβ = 10m1.5.

We omit the proofs, see the original paper [Lyu08a]. We note that the proof for
the ideal-lattice-based schemeLy08-IDC/IL,p is obtained in the similar way to the
above.

6.6 Review of Stern’s ID Scheme

Here, we turn our eyes to the identification schemes based on coding problems.
The Stern ID scheme is the first one based on the hardness of the coding problems.
Stern’s protocol deals with the decoding problem on binary codewords called the
Syndrome Decoding Problem.

Definition 6.6.1 (Syndrome Decoding Problem). Given H ∈ Zn×m
2 , u ∈ Zn

2, and
w ∈ N, the problem is finding a vectore ∈ S(m,w) such thatHe ≡ u mod 2.

We can consider this problem as a restricted version of ISISq,m,β (by replacingH
with A and 2 withq). He indeed proposed that an analogous scheme inZq, where
q is extremely small (typically 3, 5, or 7) [Ste96, Section VI].

Let us consider the protocol, where the common input isH ∈ Zn×m
q , u =

He modq, and theHamming weightw of e. Prover’s auxiliary input ise. Stern’s
protocol is a Random–Masked–Permute protocol, which allows the prover to prove
the Hamming weight of the auxiliary inpute. (1) the prover commits a masked
value Hr , a permutationπ, and permuted vectorsπ(e) andπ(r), (2) the verifier
chooses a challengec← {1,2,3} corresponding to the order opening “permuted,”
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“masked,” and “random” values, (3) the prover opens (π(e), π(r)), (π,e + r), or
(π, r), (4) the verifier accepts if the checks are passed. Notice that the verifier can
verify the Hamming weight ofe in the check of the permuted values.

The precise protocols is given below:

Scheme 6.6.2(The basic scheme in [Ste96]). All of the participants agree with
the parameterm = m(n), q = q(n), and the weightw = w(n). They also agree
the hash functionH : {0, 1}2k → {0,1}l . Let us define the commitment function
Com : {0,1}2k → {0, 1}l asCom(msg; ρ) = H(ρ ◦ (msg⊕ ρ)) for msg, ρ ∈ {0, 1}k.
We omit the randomness partρ in the description.

Setup(1n): The setup algorithm, on input 1n, outputs a random matrixH ∈
Zn×m

q .

KG(H): The key-generation algorithm, on inputH, chooses a random vector
e ∈ S(m,w) and computesu := He modq. It outputs (pk, sk) = (u, e).

P = (P1,P2), V = (V1,V2): The common inputs areH andu. Prover’s auxiliary
input ise. They interact as follows:
Step P1: Choose a random permutationπ over [m] and a random vector

r ∈ Zm
q and send commitmentsc1, c2, andc3 computed as

• c1 = Com(π, Hr ),
• c2 = Com(π(r)),
• c3 = Com(π(e+ r)).

Step V1: Send a random challengech ∈ {1, 2,3} to P.
Step P2:
• If ch = 1, revealc2 andc3. So, sendw = π(e) andx = π(r).
• If ch = 2, revealc1 andc3. Sendφ = π andy = e+ r.
• If ch = 3, revealc1 andc2. Sendψ = π andz = r.

Step V2:
• If ch = 1, check thatc2 = Com(x), c3 = Com(w + x), andw ∈
S(m,w).
• If ch = 2, check thatc1 = Com(φ,Hy − u) andc3 = Com(φ(y)).
• If ch = 3, check thatc1 = Com(ψ,Hz) andc2 = Com(ψ(z)).
Outputdec= 1 if all checks are passed, otherwise outputdec= 0.

In [Ste96], Stern insisted that the protocol is SZKPoK protocol and yields the
passively secure ID scheme based on the average-case hardness of the syndrome
decoding problem, whereH and u are uniformly at random overZn×m

q andZn
q.

However, we could not prove the security of the commitment function despite of
our efforts. We can show the security if we replace the above commitment with the
statistically-hiding and computationally-binding commitment. We omit the proof,
since it is given in the next section.
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6.7 The Kawachi–Tanaka–Xagawa Identification Scheme

Kawachi et al. [KTX08] observed that the key-generation algorithm of the above
basic scheme has a similar structure of the lattice-based hash functionsLHash. In
addition, they also observed that, if the commitmentCom is replaced withLNIC,
the underlying problems are now SISq,m,β for an appropriateβ.

Following their observations, let us replaceH with A andComwith LNIC, i.e.,
ComA, in Section 5.3in the above basic scheme,Scheme 6.6.2. Then the follow-
ing reduction algorithm shows the concurrent security: On inputA, generates a
secret keye ∈ S(m,w) and a public keyu = Ae modq, and feedsA andu to
the adversary. The reduction algorithm can simulate the prover that the adversary
concurrently accesses, since the algorithm hasA ande. Using the knowledge ex-
tractor for the adversary in Stern’s proof, the algorithm obtains either a collision of
a string commitment scheme or a secret keye′ such thate′ , eandAe′ = u. In the
former case, the algorithm outputs the collision (s, s′) of a hash functionhA in the
string commitment scheme. Thus, the solution for SIS is obtained byz = s− s′.
In the latter case, the conditione , e′ will be satisfied with probability at least
1/2 by witness indistinguishability of Stern’s protocol. Thus, the algorithm has the
solutionz = e−e′ for SIS. Thel2 norm of both solutions is at most

√
m = Õ(n1/2).

From the relationship between SIS and GapSVP the assumption is the worst-case
hardness of GapSVP̃O(n).

6.7.1 Description

The variantSt-ID+
GL,∗ (for L ∈ {GL,C/IL} and∗ ∈ {p, s}) is obtained by replacing

the string commitment scheme in Stern’s ID scheme [Ste96] with our lattice-based
one. We adjust this parameter to connect his framework to our assumptions of the
lattice problems.

We now describe the protocolSt-ID+
GL,∗ below. To simplify the notations, we

do not write random strings inComA explicitly.

Scheme 6.7.1(St-ID+
GL,∗, [KTX08]). If ∗ = s the protocol is repeated sequentially

t times. If∗ = p the protocol is composed int parallel sessions.

Setup(1n): The setup algorithm, on input 1n, outputs a random matrixA ∈
Zn×m

q . Notice that this matrix defines the hash functionhA and the commit-
ment functionComA.

KG(A): The key-generation algorithm, on inputA, chooses a random vector
e ∈ S(m,w) and computesu := Ae modq. It outputs (pk, sk) = (u, e).

P = (P1,P2), V = (V1,V2): The common inputs areA andu. Prover’s auxiliary
input ise. The verifier accepts if all verifiers accept.
Step P1: Choose a random permutationπ over [m] and a random vector

r ∈ Zm
q and send commitmentsc1, c2, andc3 computed as

• c1 = ComA(π, Ar),
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• c2 = ComA(π(r)),
• c3 = ComA(π(e+ r)).

Step V1: Send a random challengech ∈ {1, 2,3} to P.
Step P2:
• If ch = 1, revealc2 andc3. So, sendw = π(e) andx = π(r).
• If ch = 2, revealc1 andc3. Sendφ = π andy = e+ r.
• If ch = 3, revealc1 andc2. Sendψ = π andz = r.

Step V2:
• If ch = 1, check thatc2 = ComA(x), c3 = ComA(w + x), andw ∈
S(m,m/2).
• If ch = 2, check thatc1 = ComA(φ, Ay− u) andc3 = ComA(φ(y)).
• If ch = 3, check thatc1 = ComA(ψ, Az) andc2 = ComA(ψ(z)).
Outputdec= 1 if all checks are passed, otherwise outputdec= 0.

6.7.2 Security Proofs

We will show the followings and prove the security by composing them.

1. The completeness error is 0.

2. The protocol (P,V) is an SZK protocol and thus it is statistically witness-
indistinguishable.

3. PrA←Zn×m
q ,e←S(m,w)[∃e′ ∈ S(m,w),hA(e) = hA(e′)] ≥ 1− negl(n).

4. There is a knowledge extractorKE extracting a collision inhA from an adver-
sary.

The first part is easily verified.
Next, we show that the protocol is an SZK protocol. The proof of zero-

knowledge property of the original protocol is in [Ste96, Theorem 4]. Stern left
completion of the proof as the problem for reader. Thus, we give the whole proof
that Stern’s protocol is statistically zero knowledge whenCom is a statistically-
hiding and computationally-binding string commitment scheme.

Lemma 6.7.2. The protocol is statistically zero knowledge when Com is a
statistically-hiding and computationally-binding string commitment scheme.

Proof. Following the definition, we construct a simulatorS which on inputA and
y and given oracle access to a cheating verifierCV, outputs a simulated transcript.
A real transcript betweenP andCV on inputA andy is denoted by〈P,CV〉(A, y).

First, S chooses a random value ¯c from {1,2, 3} which is a prediction what
value the cheating verifierCV will not choose. Next, it chooses a random tape
of CV, denoted byr ′. We remark that, by the assumption on the commitment,
the distributions of a challenge fromCV in the real interaction and that in the
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simulation are statistically close.

Casec̄ = 1: S computesx′ ∈ Zm
q such thatAx′ = y by using linear algebra. Next,

it chooses a random permutationπ′ over [m], a random vectorr′ ∈ Zm
q , and random

stringsρ′1, ρ′2, andρ′3. So, it computes

• c′1 := Com(π′, Ar′; ρ′1),

• c′2 := Com(π′(r′); ρ′2),

• c′3 := Com(π′(x′ + r′); ρ′3).

It sends them toCV. Since the commitment scheme is statistically hiding, the
distribution of a challenge fromCV is statistically close to the real distribution.
Receiving a challengech from CV, the simulatorS computes a transcript as fol-
lows:

• If ch = 1,S outputs⊥ and halts.

• If ch = 2, it outputs (r ′; (c′1, c
′
2, c
′
3), 2, (π′, x′ + r′, ρ′1, ρ

′
3)).

• If ch = 3, it outputs (r ′; (c′1, c
′
2, c
′
3), 3, (π′, r′, ρ′1, ρ

′
2)).

We analyze the casech = 2. In this case, we obtain that

〈P,CV〉(A, y) = (r; (c1, c2, c3),2, (π, x + r, ρ1, ρ3),

S(A, y) = (r ′; (c′1, c
′
2, c
′
3), 2, (π′, x′ + r′, ρ′1, ρ

′
3)).

Assume that (π′, r′, ρ′1, ρ
′
3) = (π, r + x − x′, ρ1, ρ3). By this equation, we have that

c′1 = c1, c′3 = c3, and the responses from the simulator equal to the responses from
the prover. Since the commitment is statistically hiding, we have the distributions
of c2 andc′2 are statistically close. Thus, we conclude that the both distributions of
the simulated transcript and the real transcript are statistically close.

It is straightforward to show it in the casech = 3 by using the equation (π′, r′) =

(π, r). Thus, we omit this part from the proof.

Casec̄ = 2: S chooses a random permutationπ′ over [m], two random vectorsr′ ∈
Zm

q , x′ ∈ S(m,m/2), and random stringsρ′1, ρ′2, andρ′3. S computes commitments

• c′1 := Com(π′, Ar′; ρ′1),

• c′2 := Com(π′(r′); ρ′2),

• c′3 := Com(π′(x′ + r′); ρ′3).

It sends them toCV. Receiving a challengech, the simulator computes a transcript
as follows:

• If ch = 1, thenS outputs (r ′; (c′1, c
′
2, c
′
3),1, (π′(x′), π′(r′), ρ′2, ρ

′
3)).

• If ch = 2, then it outputs⊥ and halts.

• If ch = 3, then it outputs (r ′; (c′1, c
′
2, c
′
3),3, (π′, r′, ρ′1, ρ

′
2)).

71



6.7. THE KAWACHI–TANAKA–XAGAWA IDENTIFICATION SCHEME

We analyze the casech = 1. In this case, we have that

〈P,CV〉(A, y) = (r; (c1, c2, c3),1, (π(x), π(r), ρ2, ρ3),

S(A, y) = (r ′; (c′1, c
′
2, c
′
3),1, (π′(x′), π′(r′), ρ′2, ρ

′
3)).

Let χ be a permutation over [m] such thatχ(x′) = x. In this case, we set
(π′, r′, ρ′2, ρ

′
3) = (χ−1 ◦ π, χ(r), ρ2, ρ3). By this equation, we havec′2 = c2, c′3 = c3,

and the responses from the simulator equal to the responses from the prover. Since
the commitment scheme is statistically hiding, the distributions of the real tran-
script and the output of the simulator are statistically close.

We omit the proof of the casech = 3, since it is trivial.

Case c̄ = 3: S chooses a random permutationπ over [m], two random vectors
r ∈ Zm

q , x′ ∈ S(m,m/2), and random stringsρ1, ρ2, andρ3. S computes

• c1 := Com(π, A(x′ + r) − y; ρ1),

• c2 := Com(π(r); ρ2),

• c3 := Com(π(x′ + r); ρ3).

It sends them toCV.

• If ch = 1, thenS outputs (r ′; (c1, c2, c3),1, (π(x′), π(r), ρ2, ρ3).

• If ch = 2, then it outputs (r ′; (c1, c2, c3),2, (π, x′ + r′)).
• If ch = 3, it outputs⊥ and halts.

In the casech = 1, we consider the equation (π′, r′, ρ′2, ρ
′
3) = (χ−1 ◦

π, χ(r), ρ2, ρ3). The remaining part of proof is the same as that in the case ¯c = 2
andch = 1. In the casech = 2, we let (π′, r′, ρ′1, ρ

′
3) = (π, r + x − x′, ρ1, ρ3). The

remaining part of proof is the same as that in the case ¯c = 1 andch = 2.
The probability that the simulatorS outputs⊥ is at most 1/3 + ε(n) ≤ 1/2

whereε is some negligible function. Additionally, by the above arguments, the
distribution of the output ofS conditioned on it is not⊥ is statistically close to the
distribution of the real transcript. Therefore, we have constructed the simulator and
completed the proof. �

Since the protocol is statistically zero knowledge fort = 1, it has a witness-
indistinguishable property. Witness-indistinguishable property is closed under the
parallel composition [FS90]. Thus, the above protocol is witness indistinguishable
for t = ω(logn) if a statistically-hiding string commitment scheme is used.

We show the theorem of the security on our ID protocol, which concerns im-
personation under concurrent attack.

Theorem 6.7.3.For anyq = poly(n), m≥ 2(1+ δ)n logq for some constantδ > 0,
andw = ω(logm) such thatqn/ |S(m,w)| is negligible inn, the above ID scheme
St-ID+

GL,∗ is concurrently secure ifSISq,m,
√

m is hard on average.

Before the proof of security, we need to mention the following trivial lemma,
which corresponds to the third part.
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Lemma 6.7.4. For any fixedA, let U := {u ∈ Zn
q | |{e ∈ S(m,w) | Ae = u}| = 1},

i.e., a set of vectorsu such that the preimagee of u is uniquely determined forA.
If qn/ |S(m,w)| is negligible inn, then the probability that, if we obtain(u,e) ←
KG(A), thenu ∈ U is negligible inn.

We now proveTheorem 6.7.3.

Proof ofTheorem 6.7.3for ∗ = p. We constructA solving SISq,m,
√

m on the aver-
age from an impersonatorI = (CV,CP) which succeeds impersonation under
concurrent attack with non-negligible probabilityε. Notice that the protocol is
witness-indistinguishable since we setm ≥ 2(1 + δ)n logq andLNIC = ComA is
statistically-hiding and computationally-binding commitment scheme.

For the clarity, we write the transcript of interaction by (cmt, ch, rsp, dec). Since
the protocol is parallelized, eachcmt, ch, andrsp is an ordered list which contains
t elements. For example,cmt= (cmt1, . . . , cmtt).

Given A, A chooses a random secret keye ∈ S(m,w) and computesu = Ae.
Using the secret key, it can simulate the prover oracle perfectly.A runsCV on input
(A,u) and obtains a state forCP. A feeds the state toCP and acts as a legitimate
verifier. Receiving commitmentscmt,A chooses three challengesch(1), ch(2), and
ch(3) from {1,2, 3}t uniformly at random. Rewinding with three challenges,A
obtains three transcripts (cmt, ch(i), rsp(i),dec(i)) for i = 1,2, 3 as the results of the
interactions.

By the Heavy Row Lemma [OO98], the probability that alldec(i) are 1 is at
least (ε/2)3. Meanwhile, we have

Pr
[
∃ j ∈ [t] : {ch(1)

j , ch(2)
j , ch(3)

j } = {1,2,3}
]

= 1− (7/9)t

by a simple calculation, wherech(i) is randomly chosen from{1,2, 3}t. Thus the
probability thatA has three transcripts (cmt, ch(i), rsp(i),dec(i)) for i = 1, 2, 3 such
thatdec(i) = 1 for all i, and{ch(1)

j , ch(2)
j , ch(3)

j } = {1,2, 3} for some j ∈ [t] is at least

(ε/2)3 − (7/9)t, which is non-negligible sinceε is non-negligible andt = ω(logn).
We next show howA obtains a secret key or finds a collision of the hash

functions in the string commitment scheme by using three good transcripts. As-
sume thatA has three transcripts (cmt(i), ch(i), rsp(i), dec(i)) for i = 1,2, 3 such that
cmt(1) = cmt(2) = cmt(3), dec(i) = 1 for all i, and{ch(1)

j , ch(2)
j , ch(3)

j } = {1, 2,3} for

some j ∈ [t]. Without loss of generality, we assume thatch(i)
j = i. We parsersp(i)

j
as in Step V2. We have following equations (We omitj for simplification):

c1 = ComA(φ, Ay− u; ρ(2)
1 ) = ComA(ψ, Az; ρ(3)

1 ),
c2 = ComA(x; ρ(1)

2 ) = ComA(ψ(z); ρ(3)
2 ),

c3 = ComA(w + x; ρ(1)
3 ) = ComA(φ(y); ρ(2)

3 ),
w ∈ S(m,w).

If there exists a distinct pair of arguments ofComA,A violates the computational-
binding property ofLNIC and obtains a collision forhA and, thus, solves SISq,m,

√
m.
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Next, we suppose that there exist no distinct pairs of the arguments ofComA.
Let π denote the inverse permutation ofφ. From the first equation, we haveπ−1 =

φ = ψ. Thus, we obtainy = π(w + x) from the third equation. Combining it with
the first equation, we haveAz = A(π(w) +π(x))−u. Sincez = φ−1(x) = π(x) from
the second equation, we obtainu = A · π(w). Sincew ∈ S(m,w), soπ(w) also is in
S(m,w). Therefore,A setse′ := π(w).

We now have to show thate′ , ewith probability at least 1/2. ByLemma 6.7.4,
there must be another secret keye′ corresponding tou with overwhelming proba-
bility. Recall that the protocol is statistically witness indistinguishable. Hence,I’s
view is independent ofA’s choice ofe with overwhelming probability. Thus we
havee′ , e with probability at least 1/2 − negl(n). In this caseA outputse− e′

and solves SISq,m,√m. �

We note that the above proof is extended into multi-user settings as in the proof
of Lyubashevsky [Lyu08a].

We next show the proof for sequential composition. We will estimate the lower
bound of the case where the adversary can answer the three challenge.

Proof ofTheorem 6.7.3for ∗ = s. We note that the proof for the sequential com-
position is also very similar to the ones of Stern [Ste96] and Pointcheval and
Poupard [PP03].

Assume that there exists a polynomial-time impersonatorI that impersonates
the prover with probabilityε. We construct the polynomial-time algorithmK out-
putting three transcripts (cmt, ch(i), rsp(i), dec(i)) such thatch(i) = i anddec(i) = 1
for i = 1,2,3 with non-negligible probability. The algorithm yields an adversary
A which violates the binding property ofLNIC or the collision-resistance property
of hA as in the previous proof.

We describe the algorithmK . On input A, K chooses the random tapeω of
the impersonatorI and its own random tape for the learning phase. Using them,
K terminate the setup and learning phases and obtains the state forCP. Next, it
runsCP with several rewinds. LetI denote the random challenge of the legitimate
verifier that is identified with the challengeC = (ch1, . . . , cht) ∈ {0,1, 2}t. Consider
the execution treeT(ω), corresponding to all acceptedI , with a fixedω. K finds
a node of the tree which has three sons by (1) chooseI uniformly at random, (2)
checkI contains a node with three sons by rewinding the prover (3) output three
transcripts on the three sons. This yields 3t times of the executions of the basic
protocol and thusK runs in polynomial time ofn.

We next estimate the probability thatK correctly outputs three valid tran-
scripts. Let us denote byS the set of the pairs (ω, I ) which lead to acceptance.
Hence, we have that Pr(ω,I )[(ω, I ) ∈ S] = ε = (2/3)t + ε′. Next, we define the
setΩ = {ω | PrI [(ω, I ) ∈ S] ≥ (2/3)t + ε′/2}. A standard argument shows that
Prω[ω ∈ Ω] ≥ ε′/2 and Pr[Ω | S] ≥ ε′/2ε. Assume in the following that the event
Ω occurs.

We denote byni the number of the nodes at the depthi = 0, . . . , t of the tree
T(ω). We know thatn0 = 1 andnt = 2t + 3tε′/2, becausenk/3k = PrI [(ω, I ) ∈ S] ≥
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(2/3)t + ε′/2. So, we have that

t−1∏

i=0

ni+1

ni
=

nt

n0
≥ 2t +

ε′

2
· 3t ≥

(
1− ε

′

2

)
· 2t +

ε′

2
· 3t.

By taking the logarithm of the inequation and using the convexity of the logarithm,
we obtain that

t−1∑

i=0

log
ni+1

ni
≥

(
1− ε

′

2

)
· log 2t +

ε′

2
· log 3t ≥ t

(
log 2+

ε′

2
log

3
2

)
.

Therefore, there existsi < t such that

ni+1

ni
≥ 2(3/2)ε

′/2 = 2 exp

(
ε′

2
· log

3
2

)
≥ 2 ·

(
1 +

ε′

2
· log

3
2

)
≥ 2 ·

(
1 +

ε′

5

)
.

Let fi andti denote the number of nodes at depthi with exactly 3 sons and that with
at most 2 sons, respectively: We have that

ni = fi + ti andni+1 ≤ 3 fi + 2ti = fi + 2ni .

Therefore, for the abovei, we obtain that 2+ fi/ni ≥ ni+1/ni2 + 2ε′/5. Thus, so,
with probability greater than 2ε′/5, the pathI contains a node with 3 sons.

This shows that, with probability greater thanε(ε′/2ε)(2ε′/5) = ε′2/5,K finds
a node with 3 sons.

�

6.7.3 The Cyclic/Ideal Version

We obtain the ID schemeSt-ID+
C/IL,∗ by combining the above setup and key-

generation algorithms and the string commitment scheme with Stern’s scheme as
in Section 6.7. One can prove the securities of the schemes in the same manner
to the proofs ofTheorem 6.7.3. For simplicity, we only considerf = xn + 1 with
n = 2k.

Theorem 6.7.5.Letm, q, andw be polynomially bounded functions ofn such that
m > 4 logq, q is a prime withq ≡ 3 (mod 8), andqn/ |S(mn,w)| is negligible in
n. Then, iff -SIS∞q,m,1 is hard on average, the ID schemeSt-ID+

C/IL,∗ is concurrently
secure.

In addition, letm = m(n), q = q(n), andw = w(n) be polynomially bounded
functions such thatq > 6mn3/2 logn, andqn/ |S(mn,w)| is negligible inn. Then for
γ = 72mnlog2 n, if f -SVP∞γ is hard in the worst case then the ID schemeSt-ID+

C/IL,∗
is concurrently secure.

Proof Sketch.Notice that, by the hypothesis,ILNIC is statistically-hiding and
computationally-binding under the assumption thatf -SIS∞q,m,1 is hard on average.
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As in the proofs ofTheorem 6.7.3, we need to show that if there exists an
impersonatorI which succeeds impersonation under concurrent attack with non-
negligible probabilityε, there existsA that finds a collision (e1, e2) forHI(f ,q,m)
or violates the computational binding ofILNIC. The proofs are indeed the same as
the proofs ofTheorem 6.7.3and we omit them. �

6.8 The Lyubashevsky ID Scheme – 2

The scheme is can be interpreted as a parallel composition ofLy08 with a hash
familyH(xn + 1,q,m).

Recall the the Schnorr protocol [Sch91]. By extending the challenge set from
{0,1} to [0,C− 1], the soundness is reduced to 1/C rather than 1/2. Lyubashevsky
also extending the challenge set from{0, 1} to {0, 1}n, because the ideal-lattice-
based hash functions isRf ,q-linear;

hǎ(c⊗ ě+ ř) =
∑

i

ai ⊗ (c⊗ei + r i) = c⊗
∑

i

ai ⊗ei +
∑

i

ai ⊗ r i = c⊗hǎ(ě) + hǎ(ř).

See the protocol description.

6.8.1 Description

Let us fixf = xn + 1 in the following.

Scheme 6.8.1(Ly09 [Lyu09]). All of the participants agree with the parameters
m = m(n), q = q(n), σ = σ(n), andκ = κ(n) and the following setsD, De, Dr , Dc,
andG;

• D = { ǧ ∈ Rm
f ,q : ‖ ǧ‖∞ ≤ mnσκ},

• De = { ǧ ∈ Rm
f ,q : ‖ ǧ‖∞ ≤ σ},

• Dr = { ǧ ∈ Rm
f ,q : ‖ ǧ‖∞ ≤ mnσκ},

• Dc = { ǧ ∈ Rf ,q : ‖ ǧ‖1 ≤ κ}, and

• G = { ǧ ∈ Rm
f ,q : ‖ ǧ‖∞ ≤ mnσκ − σκ}.

Setup(1n): The setup algorithm, given 1n, outputs a random row vectorǎ ←
Rm

f ,q.

KeyGen(ā): The key-generation algorithm, given the public parameterǎ,
chooses a random column vectorě ∈ De and computesu ← hǎ(ě) ∈ Rf ,q.
It outputs (pk, sk) = (u, ě).

P = (P1,P2), V = (V1,V2): The common inputs arěa andu. Prover’s auxiliary
input isě. They interact as follows:
Step P1: Pick a random̌r ← Dr and sendy← hǎ( ř).
Step V1: Send a random challengec← Dc.
Step P2: Computež ← c ⊗ ě + ř. If ž ∈ Gm, then send it to the verifier.

Otherwise, send⊥ and abort the protocol.
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Step V2: Receivingž, accepts if̌z ∈ G andhǎ(ž) = u ⊗ c + y.

It is obvious that, conditioned on that the prover does not abort, the honest
prover is always accepted. He showed that the followings and proved the security
by combining them.

1. The completeness error is at most 1− 1/e, that is, PrP,V[dec= 1 : (tr ,dec) ←
Run[P(A, u,e)↔ V(A,u)]] ≥ 1/e.

2. The protocol (P,V) is perfectly witness indistinguishable.

3. Prǎ←Rm
f ,q,ě←Dm

e [∃ ě′ ∈ Dm
e ,hǎ(ě) = hǎ(ě′)] ≥ 1− negl(n).

4. If we know ě such thathǎ(ě) = u and there is an adversary answering to two
challengesc1 andc2 after committingy, then we can retrieve a collision ofhǎ.

Theorem 6.8.2([Lyu09]). Let f = xn + 1. The schemeLy09-ID is concurrently
secure iff -SIS∞q,m,β with β = 2(mn−1)σκ is hard on average. In particular, letσ be

a constant and letκ(n) = Θ(log2 n). Then the scheme is secure iff -SVP∞γ is hard
in the worst case, whereγ = Õ(n2).

The first and third conditions are satisfied by careful choices of the parameters.
The second part is complex and see [Lyu09]. The fourth part is almost obvious. Let
(y, c1, ž1) and (y, c2, ž2) be two transcripts which lead acceptance such thatc1 , c2.
Then, we havehǎ(ži) = ci ⊗ hǎ(ě) + y andhǎ(ž1 − c1 ⊗ ě) = hǎ(ž2 − c2 ⊗ ě). Thus,
(ž1−c1⊗ ě, ž2−c2⊗ ě) seems a collision forhǎ and both are inD. (We need to show
that they differs but we omit it.) For the details of the parameters and the proofs,
see the original paper [Lyu09].

The ID scheme has completeness error 1− 1/e if we carefully choose the pa-
rameters. Hence, this protocol should be composed in parallel to reduce the com-
pleteness error tonegl(n). In order to decrease the communication cost, one can use
the hash-based commitmentH(·), whereH is any collision-resistant hash function.

6.9 Summary

We have reviewed several ID scheme based on lattice and ideal lattice problems
and their security. As a summary, seeTable 6.1.

The MV protocol: The variants based on the MV protocol requires the mild
assumption, SIVP̃O(n1.5) is hard in the worst case. In addition, the one of variants
directly bears an identity-based identification scheme. SeeChapter 7.

The KTX ID scheme: The assumption is the weakest among those in other
schemes. The one weak point is a long transcript. The scheme requires a per-
mutation over [m] and thus, the communication cost is most expensive.
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Lattice-based ID schemes (A0, A1, A ∈ Zn×m
q )

Par. Public key Relation γ in GapSVPγ Comm. cost Errors

MV-ID+
GL,p [MV03] – A0, A1 A0e = 0 or A1e = 0 Õ(n1.5) t · Õ(n) 1-sided

MV-ID++
GL,p A u Ae = u Õ(n1.5) t · Õ(n) 1-sided

Ly08-IDGL,p [Lyu08a] (A) A,u Ae = u Õ(n2) t · Õ(n) 2-sided

St-IDGL,p [KTX08] A u Ae = u andwH(e) = w Õ(n) t · Õ(n) 1-sided

Ideal-Lattice-based ID schemes (f = xn + 1 andǎ0, ǎ1, ǎ ∈ Rm
f ,q)

Par. Public key Relation γ in f -SVP∞γ Comm. cost Errors

MV-ID+
C/IL,p [MV03] – ǎ0, ǎ1 ǎ0ě = 0 or ǎ1ě = 0 Õ(n1.5) t · Õ(n) 1-sided

MV-ID++
C/IL,p ǎ u ǎě = u Õ(n1.5) t · Õ(n) 1-sided

Ly08-IDC/IL,p [Lyu08a] (ǎ) ǎ,u ǎě = u Õ(n2) t · Õ(n) 2-sided

St-IDC/IL,p [KTX08] ǎ u ǎě = u andwH(ě) = w Õ(n) t · Õ(n) 1-sided

Ly09-IDp [Lyu09] (ǎ) ǎ,u ǎě = u Õ(n2) t · Õ(n) 2-sided

Table 6.1: Comparisons among ID schemes. A secret keysk is e ∈ Dn. The factor
n denotes the security parameter. Assume that the protocols are repeatedt times in
parallel for reducing errors. InMV-ID, we setδ =

√
m andδ =

√
mnwith respect

to L = GL andC/IL, respectively.

The Lyubashevsky ID schemes: The assumption is strongest one. However, it
attracts us by its low communication cost. In addition, the variantLy09-ID yields a
simple signature scheme by applying the Fiat–Shamir transform. SeeChapter 11.
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7
Identity-based Identification

In this chapter, we show that the combination of the Micciancio-Vadhan identifica-
tion with lattice-based signatures inChapter 11yields concurrently secure identity-
based identification scheme in the random oracle model.

Organization: In Section 7.1, we review a model of identity-based identification
(IBI) schemes and security notions of them. InSection 7.2, we construct IBIs and
prove their security.

7.1 Definitions

7.1.1 Model of Identity-Based Identification Schemes

Identity-based cryptosystems (precisely, encryption and signature schemes) are
proposed by Shamir [Sha85]. First, a master generates the public parameters and
corresponding master’s secret key. Each user has no public key but identity. They
use an identity instead of public key in the cryptosystem. Notice that anyone of
user obtains its secret key from the master, called as user’s secret key.

On identity-based identification, the prover has a user secret key as its auxiliary
input and the verifier is given the public parameter and prover’s identity as input.

We adopt the definition by Bellare, Namprempre, and Neven [BNN09]. For-
mally, an identity-based identification schemeIBI is a quadruplet of algorithms
(Setup,Ext,P,V).

Setup(1n): A setup algorithm, given the security parameter 1n, outputs public
parametersparamand a master secret keymsk.
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Ext(msk, id): An extraction algorithm, givenmskand an identityid, outputs a
secret keyskid for the identityid.

P(param, id, skid), V(param, id): (P,V) is an interactive protocol. A prover al-
gorithm P takesparam, id, andskid as inputs. A verifier algorithmV takes
paramand id as inputs. At the end of interaction,V outputs 0 (reject) or 1
(accept).

We require the natural correctness condition; For anyparam generated by
Setup(1n) andskid generated byExt(msk, id), the decision ofV(param, id) inter-
acting withP(param, id, skid) is 1 with probability 1. That is, for anyid

Pr

dec= 1 :
(param,msk)← Setup(1n);
skid ← Ext(msk, id);
(tr , dec)← Run[P(param, id, skid)↔ V(param, id)];

 = 1.

An IBI schemeIBI is said to becanonicalif the protocol is 3-move and public
coin as inSection 6.2.

7.1.2 Security Notions

The definition of security notions are almost identical to these of ID schemes. We
describe the formal definition as follows. Consider the experimentExpimp-atk

IBI,A (n)
between the challengerC and the impersonatorA = (CV,CP), where atk ∈
{pa, aa, ca}.
Experiment Expimp-atk

IBI,A (n):

Setup Phase:The challengerC obtains (param,msk) ← Setup(1n). Next,
C setsHU,CU,TU ← ∅ andPS ← ∅, whereHU,CU,TU andPS de-
notes the set of honest users, corrupted users, target users, and provers’
sessions, respectively. The impersonatorCV is given the security param-
eter 1n, the system parameterparam.

Learning Phase: The impersonatorCV can query to the oraclesInit,
Extract, andProv.

• The oracleInit receives an identityid. If id ∈ HU ∪ CU ∪ TU then
return⊥. Otherwise, it obtainsskid ← Ext(msk, id), stores it into
usk[id], and addsid to HU. Finally, return 1 to the adversary.

• The oracleExtract receives an identityid. If id < HU then return⊥.
Else, it addsid to CU, deletesid from HU, and returnsusk[id] to the
adversary.

• The oracleProv receives inputsid, s,Min, wheres denotes the ses-
sion identifier. This oracle changes its behavior in three attacks.

– If atk = pa, it obtains (tr , dec) ← Run[P(param, id, skid) ↔
V(param, id)] and returns (tr , dec) to the adversary.
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– If atk = aa, it runs as follows: Ifid < HU then return⊥. If
(id, s) < PS then it setsPS ← {(id, s)}, picks a random coinρ,
and sets a state of the proverstP[s] ← (param, skid, ρ). Next, it
obtains (Mout, stP[id, s]) ← P(Min, stP[id, s]). It returnsMout.

– If atk = ca, it runs as follows: If (id, s) < PS then it adds (id, s)
to PS (that is,PS← PS∪ {(id, s)}), picks a random coinρ, and
sets a state of the proverstP[id, s] ← (param, skid, ρ). Next, it
obtains (Mout, stP[id, s]) ← P(Min, stP[id, s]). It returnsMout.

At the end of the phaseCV outputs (id∗, stCP).

Challenge Phase:Suppose thatC receives (id∗, stCP) from CV. If id∗ <
HU, thenC outputs 0 and halts. Else, the challengerC addsid∗ to TU,
deletesid∗ from HU, and givesstCP to CP. Finally, the challenger ob-
tains (tr ,dec) ← Run[CP(stCP)Init,Extract,Prov ↔ V(param, id)] and re-
turnsdec.

Notice that if atk= pa the adversary could learn only transcripts between the
legitimate prover and verifier. If atk= aa, the adversary could interact with the
legitimate prover sequentially and has the power to abort the session. If atk= ca,
the adversary interact with the legitimate prover concurrently by indicating each
interaction with session identifier.

Definition 7.1.1. Let IBI = (Setup,Extract,P,V) be an IBI scheme,A = (CV,CP)
an impersonator, andn a security parameter. We define the advantage ofA as
Adv imp-atk

IBI,A (n) := Pr
[
Expimp-atk

IBI,A (n) = 1
]
. We say thatIBI is secure against imper-

sonation under passive, active, and concurrent attacks ifAdv imp-atk
IBI,A (·) is negligible

for every polynomial-time adversaryA where atk= pa,aa, ca, respectively.

7.2 Identity-based Identification Schemes

An intuitive explanation of a well-known strategy to construct an IBI scheme is
as follows: A master generates (vk, sk) which is a verification and a signing keys
of a signature scheme. It publishesvk and keepssk secret. If a user queries with
id, then the master returns a signatureσ on id. As identification, the user proves
possession ofσ using some protocol. We note that Bellare, Namprempre, and
Neven [BNN09] also gave the general construction of IBIs from any identification
scheme and any signature scheme. For more information on generic constructions,
see [KH04, BNN09, YCW+07].

They are several identity-based identification schemes based on number the-
oretic problems. However, we know a few IBI schemes based on the com-
binatorial problems with security proofs. The one is that by Cayrel, Gaborit,
Galindo, and Girault [CGDG09] (see also [CGG07]) based on the coding prob-
lems, which consists of the Courtois–Finiasz–Sendrier signature scheme [CFS01]
and Stern’s ID scheme (Section 6.6). The other is one by Stehlé, Steinfeld,
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Tanaka, and Xagawa [SSTX09], which is obtained by combining the Gentry–
Peikert–Vaikuntanathan (GPV) signature scheme [GPV08] (Section 11.3) and the
Micciancio–Vadhan (MV) protocol (Section 6.3).

We now give a brief review of the GPV signature scheme (For the details,
Chapter 10andSection 11.3). Roughly speaking, the public key isA ∈ Zn×m

q and
the secret key is a short basisT ∈ Zm×m of a latticeΛ = Λ⊥q (A) such that‖T̃‖ ≤ L.

If such basis is known, one can sampleDΛ,s,t with s = L · ω(
√

logn) and for
any t ∈ Rm (seeChapter 10). This indicates the trapdoorT allows us to sample
e← DΛ,s conditioned onu = hA(e). Notice that the samplee has a norm at most
s
√

mwith overwhelming probability.
We follow the above general strategy to construct lattice-based IBIs: Master’s

key pair is (vk = A, sk = T). A signature onid is σ = e such thatAe ≡ H(id)
(mod q) ande ∈ Dn = {e ∈ Zm | ‖e‖ ≤ s

√
m}. We then use the MV protocol

for a proof of signature possession. Since the signature schemes are secure under
the worst-case hardness of lattice problems and the MV protocol is witness indis-
tinguishable and proof-of-knowledge, the IBI schemes also enjoy the concurrent
security in the random oracle model.

Scheme 7.2.1(LIBI [SSTX09]). SeeGPV-FDH = (Setup,KeyGen,Sign,Ver) in
Section 11.3. Let (P,V) be the prover and the verifier in the schemeMV+

GL. Let
H : {0,1}∗ → Zn

q be the random oracle which is used inGPV-FDH. The IBI
schemeLIBI = (Setup′,Ext′,P′,V′) is defined as follows:

Setup′(1n): Given the security parameter 1n, the setup algorithm obtains
(A,T) ← KeyGen(1n), where A is almost uniformly distributed overZn×m

q

andT is a short basis ofΛ⊥q (A) such that
∥∥∥T̃

∥∥∥ ≤ L for someL. It outputs
(param,msk) = (A, (A,T)).

Ext′((A,T), id): Given an identityid, it outputse← Sign((A,T), id) such that
‖e‖ is short (‖e‖ ≤ d2 = s

√
m) andAe≡ H(id) modq.

P′ and V′: The common inputs areA andid. Prover’s auxiliary input ise. Let
us defineu = H(id) ∈ Zn

q. They are the same asP andV with parameterd2 in
the MV protocol.

Theorem 7.2.2. The obtained IBI scheme is concurrently secure in the random
oracle model ifSIS2

q,m,O(
√

m·d2)
is hard on the average, whered2 = L

√
m·ω(

√
logn).

The GPV signature scheme [GPV08] with the Alwen–Peikert construction in
Chapter 11yields thatL = O(

√
n logq) whenm = (5+3δ)n logq for some constant

δ > 0. Thus, the security of the IBI scheme is reduced to SIVPγ for γ = Õ(n2).
In addition, if we replace the GPV signature scheme with the Bonsai signature

schemes inSection 11.7, the IBI schemes (and hierarchy IBI scheme) in the stan-
dard model are obtained. If we employ the ideal-lattice-based signature schemes,
we also obtain the ideal-lattice-based IBI (and hierarchy IBI) schemes which are
concurrently secure.
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8
Ring Identification

Organization: Section 8.1introduces rind identification.Section 8.2defines a
model and security notions of rind identification schemes.Section 8.3gives details
of the Kawachi–Tanaka–Xagawa ring identification schemes.

8.1 Introduction

Dodis, Kiayias, Nicolosi, and Shoup introduced new identification, under the
name ad hoc anonymous identification (AID) [DKNS04], which are identification
versions of ring signature1. We call this new identification “ring identification
scheme” rather than “ad hoc anonymous identification scheme” for simplification
of the name and stress of the relation to ring signature.

An RID scheme allows a user to anonymously prove his/her membership in a
ring, which is the set of public keys, if and only if the user is an actual member
of the ring. We use the term “ring” instead of “group,” since we want to stress
that the ring is formed in an ad hoc fashion, without help of the group manager.
Hence, we then assume that every user registers his/her public key to the public
key infrastructure.

RID schemes: By taking OR ofl statements [DSDCPY94], we can straightfor-
wardly obtain anMV+

GL-based RID scheme,whose security is based on the worst-
case hardness of lattice problem. The prover and the verifier have the common
input pk1, . . . ,pkl . The prover convinces the verifier that he/she has a secret key
corresponding to one of public keys,pki .

1Indeed, applying the Fiat-Shamir transform to their AID schemes, we can obtain ring signature
schemes. See the original paper [DKNS04]
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However, this simple modification requires a large overhead cost involving the
size of the ring. Letl be the number of the members in the ring andn the security
parameter. The protocol is run int times in parallel to reduce the errors. The
communication costs of theMV+

GL-based scheme istl · Õ(n). The size of the ring is
l · Õ(n2) in the modified versions ofMV+

GL.
On RID schemes, the KTX ring identification schemesKTX-RIDGL by

Kawachi et al. [KTX08] require manyvectorsproportional to the member of the
ring, while theMV+

GL-based scheme requires manymatricesproportional to the size
of the group (seeTable 6.1). Additionally, the communication cost ofKTX-RIDGL

is t · Õ(n + l), while those in theMV+
GL-based istl · Õ(n).

8.2 Definitions

8.2.1 Model of Ring Identification Schemes

An RID scheme is a sextuplet of algorithmsRID =

(Setup,Reg,RPKC,RSKC,P,V):

Setup(1n): A setup algorithm, given the security parameter 1n, outputs public
parametersparam.

Reg(param, i): A key-generation algorithm, givenparam and user identityi,
outputs a pair of a public key and a secret key (pki , ski). This models the key
registration procedure.

RPKC(param,R = (pki1, . . . ,pki l )): A ring public-key construction algorithm,
given the public parametersparam, a ring of public keysR = (pki1, . . . ,pki l ),
outputs a ring public keyrpk.

RSKC(param,R = (pki1, . . . ,pki l ), skik): A ring secret-key construction algo-
rithm, givenparam, R = (pki1, . . . ,pki l ), and one of corresponding secret key
skik, outputs a ring secret keyrsk.

P(param, rpk, rsk), V(param, rpk): (P,V) is an interactive protocol. A prover
algorithmP takesparam, rpk, andrsk as inputs. A verifier algorithmV takes
paramandrpk as inputs. At the end of interaction,V outputs 0 (reject) or 1
(accept).

Correctness: As in the definition of ID schemes, we require the natural cor-
rectness condition; For anyparam, {(pki , ski)}i=1,...,l , rpk, and rsk generated by
Setup(1n), Reg(param), RPKC({pki}i=1,...,l , skk), and RSKC({pki}i=1,...,l , skk), the
decision ofV(param, rpk) interacting withP(param, rpk, rsk) is 1 with probabil-
ity 1. That is, for any polynomialQ = Q(n) and {i1, . . . , i l} ⊆ {1,2, . . . ,Q}, and
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k ∈ {1, . . . , l},

Pr


dec= 1 :

param← Setup(1n);
(pki , ski)← Reg(param, i) for i = 1, . . . ,Q;
rpk← RPKC(param, {pki}i=i1,...,i l );
rsk← RSKC(param, {pki}i=i1,...,i l , skik);
(tr , dec)← Run[P(param, rpk, rsk)↔ V(param, rpk)];


= 1.

8.2.2 Security Notions

There are two goals for security of RID schemes: Security against impersonation
and anonymity.

Dodis et al. formally defined security against impersonation under passive at-
tack. They mentioned the definition of security against impersonation under con-
current attack. However, they did not give the formal definition (see [DKNS04,
Section 3.2]). Thus, we define the security notion with respect to concurrent at-
tack. In the setting of chosen-group attack, the adversary could force the prover to
prove the membership in an arbitrary group if the prover is indeed a member of the
group. Additionally, concurrent attack allows the cheating verifier to interact with
the clones of any provers. Also, they allow the cheating prover to interact with the
clones of provers, but prohibit it from interacting with the target provers. We say
RID is secure against impersonation under concurrent chosen-group attack, if any
polynomial-time adversary cannot impersonate the legitimate prover in the above
settings.

The security notion, anonymity against full key exposure, captures the property
that an adversary cannot distinguish two transcripts even if the adversary has the
secret keys of all the members. We sayRID is anonymous against full key exposure
if any polynomial-time adversary cannot distinguish two provers with a common
set of public keys even though the adversary generates all keys of the set.

Security against impersonation: In the setting of chosen-group attack, the ad-
versary could force the prover to prove the membership in an arbitrary ring if the
prover is indeed a member of the ring. Additionally, concurrent attack allows the
cheating verifier to interact with the clones of any provers. Also, they allow the
cheating prover to interact with the clones of provers, but prohibit it from inter-
acting with anyone of the target provers. Notice that this condition prevents the
adversary a simple Man-in-the-Middle attack.

We describe the formal definition of the security as follows. Consider the fol-
lowing experimentExpimp-cg-atk

RID,I (n) between the challenger and the impersonator
I = (CV,CP), where atk∈ {pa,aa, ca}.
Experiment Expimp-cg-atk

RID,A (n):

Setup Phase:The challenger obtainsparam← Setup(1n) and initializes
HU,CU,TU,PS ← ∅, whereHU, CU, andTU denote the sets of hon-
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est users, corrupted users, and target users, respectively, andPS denotes
the set of prover’s sessions. The impersonatorCV is given the security
parameter 1n and the system parameterparam.

Learning Phase: The impersonatorCV can query to the three oraclesInit,
Corr, andProv.

• The oracleInit receives inputi. If i ∈ HU ∪ CU ∪ TU then returns
⊥. Otherwise, it obtains (pki , ski)← Reg(param, i; r i), addsi to HU,
and providesA with pki .

• The oracleCorr receives inputi. If i < HU \ TU then returns⊥.
Otherwise, it addsi to CU, deletesi in HU, and returnsr i toA.

• The oracleProv receives some inputs. This oracle changes its behav-
ior in three attacks.

– If atk = pa, it receives inputsR = (pki1, . . . ,pki l ) and
ik. If pkik < R then returns⊥. (The public keys inR
need not to be registered.) If the check is passed, it obtains
rpk ← RPKC(param,R) andrsk← RSKC(param,R, skik), and
(tr ,dec) ← Run[P(param, rpk, rsk) ↔ V(param, rpk)]. It re-
turns (tr , dec) to the adversary.

– If atk = aa, it receives inputsR = (pki1, . . . ,pki l ), ik, s, and
Min. If pkik < R or ik < HU \ TU then returns⊥. (The
public keys in R need not to be registered.) If the checks
are passed, it obtainsrpk ← RPKC(param,R) and rsk ←
RSKC(param,R, skik). If (R, ik, s) < PS then it setsPS ←
{(R, ik, s)} to PS, picks a random coinρ, and sets a state of the
proverstP[(R, ik, s)] ← (param,R, rpk, rsk, skik, ρ). Next, it ob-
tains (Mout, stP[(R, ik, s)]) ← P(Min, stP[(R, ik, s)]). Finally, it
returnsMout.

– If atk = ca, it receives inputsR = (pki1, . . . ,pki l ), i, s, andMin.
If pkik < R or ik < HU \ TU then returns⊥. (The public keys
in R need not to be registered.) If the checks are passed, it ob-
tainsrpk← RPKC(param,R) andrsk← RSKC(param,R, skik).
If (R, ik, s) < PS then it adds (R, ik, s) to PS (PS ← PS ∪
{(R, ik, s)}), picks a random coinρ, and sets a state of the prover
stP[(R, ik, s)] ← (param,R, rpk, rsk, skik, ρ). Next, it obtains
(Mout, stP[(R, ik, s)]) ← P(Min, stP[(R, ik, s)]). Finally, it returns
Mout.

Challenge Phase:CV outputs a set of public keysRt = (pki1, . . . ,pki l ) and
stCP. If the indexes of the keys{i1, . . . , i l} * HU then the challenger
outputs 0 and halts. Otherwise, the challenger setsTU ← {i1, . . . , i l}
and givesstCP to CP. CP can query to the oraclesInit, Corr, and
Prov as in the learning phase. Finally, the challenger obtains (tr ,dec) ←
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Run[CP(stCP)Init,Corr,Prov ↔ V(param,Rt)] and outputsdec.

Definition 8.2.1. Let RID be an RID scheme andA = (CV,CP) an impersonator.
Let n be a security parameter. The advantage ofA in attackingRID is defined by

Adv imp-cg-atk
RID,A (n) = Pr

[
Expimp-cg-atk

RID,A (n) = 1
]
.

We say thatRID is secure against impersonation under passive/active/concurrent
chosen-group attack ifAdv imp-cg-atk

RID,A (·) is negligible for every polynomial-time ad-
versaryA, where atk= pa, aa, ca, respectively.

Anonymity against full key exposure: Anonymity against full key exposure for
an RID schemeRID is defined by using the following experimentExpanon−fke

RID,A (n)
between a challenger and adversaryA:

Experiment Expanon−fke
RID,A (n):

Setup Phase:The challenger runs the algorithmSetup with input 1n and
obtainsparam. The adversaryA is given the system parameterparam.

Challenge Phase:A requests a challenge by sending to the challenger the
values ((pki0, ski0), (pki1, ski1),R). Here the set of public keysR contains
pki0 andpki1, and (pki0, ski0) and (pki1, ski1) are valid key pairs. The chal-
lenger chooses a random bitb ∈ {0,1} and runs the protocol as a prover
who hasskib. (tr ,b∗) ← Run[P(param,R, skib) ↔ A]. If b = b∗ the
challenger returns 1, otherwise returns 0.

Definition 8.2.2. Let RID be an RID scheme,A an adversary, andn a security
parameter. The advantage ofA in attackingRID is defined by

Advanon−fke
RID,A (n) :=

∣∣∣∣∣Pr
[
Expanon−fke

RID,A (n) = 1
]
− 1

2

∣∣∣∣∣ .

We say thatRID has anonymity with full key exposure ifAdvanon−fke
RID,A (·) is negligible

for every polynomial-timeA.

8.3 The Kawachi–Tanaka–Xagawa Ring Identification
Schemes

We review the Kawachi–Tanaka–Xagawa RID scheme based on GapSVP. First,
we sketch a basic idea for our construction: LetA be a system parameter. Each
user has a secret keyei ∈ S(m,w) and a public keyui = Aei modq. In the RID
scheme, a group is specified by a set of public keys (u1, . . . ,ul) of the members.
Let i i,l denote anl-dimensional vector (0, . . . ,0, 1,0, . . . ,0) whosei-th element is 1.
The prover in the group, who has a secret keyei , wants convinces the verifier that
he/she knows thate′ := ei ◦ −i i,l such that [A u1 . . . ul ]e′ = 0 andei ∈ S(m,m/2).
Changing the parameters and using Stern’s protocol, the prover can convinces the
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verifier that he/she hase′ such that [A u1 . . . ul ]e′ = 0, the numbers of+1 in e′ is
m/2, and the numbers of−1 in e′ is 1. Additionally, we force the prover to prove
thate′ is in the forme′ = ei ◦ −i i,l . To do so, Kawachi et al. divided a permutation
π in Step P1 into two permutations.

Let πh be a permutation over [m] andπt be a permutation over [l]. For a per-
mutationπ over [m+ l], we denoteπ = πh � πt if

π =

(
1 2 · · · m

πh(1) πh(2) · · · πh(m)

)
·
(

m+ 1 m+ 2 · · · m+ l
m+ πt(1) m+ πt(2) · · · m+ πt(l)

)
.

For anyπh andπt, we have (πh � πt)−1 = π−1
h � π−1

t . For anyeh ∈ Zm andet ∈ Zl , if
π = πh � πt thenπ(eh ◦ et) = πh(eh) ◦ πt(et).

8.3.1 Description

We here construct an RID schemeKTX-RIDGL,∗ based on GapSVP. Similarly to the
ID schemeSt-ID+

GL,∗ in Section 6.7, the protocol is repeatedt = ω(logn) times in
parallel to achieve exponentially small soundness error. As in the previous section,
we hide randomness inComA.

Scheme 8.3.1(KTX-RIDGL,p). All the participants agree with the parametersm =

m(n), q = q(n), andw = w(n).

Setup(1n): The same asSetup of the protocol inSection 6.7.

Reg(A, i): The same asKG of the protocol inSection 6.7.

RPKC(A,R = (ui1, . . . ,ui l )): OutputA′ = [ A ui1 . . . ui l ] ∈ Zn×(m+l)
q .

RSKC(A,R = (ui1, . . . ,ui l ),eik): Outpute′ = eik ◦ −ik,l ∈ {0,1}m× −S(l, 1).

P and V: The common inputs areA and (u1, . . . ,ul). The prover’s auxiliary
input isei for somei ∈ [l]. Let A′ := [ A u1 . . . ul ] ande := ei ◦−i i.l . We write
Cominstead ofComA for ease of notation. Formally, they interact as follows:
Step P1: Choose random permutationsπh over [m] and πt over [l]. Let
π = πh� πt. Choose a random vectorr ∈ Zm+l

q . Send commitmentsc1, c2,
andc3 as
• c1 = Com(πh, πt, A′r),
• c2 = Com(π(r)),
• c3 = Com(π(e+ r)).

Step V1 Send a random challengech ∈ {1, 2,3} to P.
Step P2
• If ch = 1, revealc2 andc3. Sendw = π(e) andx = π(r).
• If ch = 2, revealc1 andc2. Sendφh = πh, φt = πt, andy = e+ r.
• If ch = 3, revealc1 andc3. Sendψh = πh, ψt = πt, andz = r.

Step V2
• If ch = 1, check thatc2 = Com(x), c3 = Com(w + x), andw is in the

form wh ◦ −i j,l for somej andwh ∈ S(m,w).
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• If ch = 2, check thatc1 = Com(φh, φt, A′y) andc3 = Com((φh �
φt)(y)).
• If ch = 3, check thatc1 = Com(ψh, ψt, A′) and c2 = Com((ψh �
ψt)(z)).

Outputdec= 1 if all checks are passed, otherwise outputdec= 0.

8.3.2 Security Proof

The security of the above protocol is stated as follows.

Theorem 8.3.2.Let m = m(n) and q = q(n) be polynomially bounded functions
satisfying the conditions thatm ≥ 2(1 + δ)n logq for some constantδ > 0 and
qn/ |S(m,w)| is negligible inn. Assume that there exists an impersonatorA that
succeeds impersonation under concurrent chosen-group attack with non-negligible
probability. Then there exists a probabilistic polynomial-time algorithmA that
solvesSIS2

q,m,
√

m
.

CombiningTheorem 8.3.2with Theorem 2.4.9, we obtain the following theorem.

Theorem 8.3.3. For any m(n) = Θ(n logn), there existq(n) = poly(n), w(n) =

ω(logn), and γ(n) = O(n
√

logn) such thatqn/ |S(m,w)| is negligible inn and
the above scheme is secure against impersonation under concurrent chosen-group
attack ifSIVP2

γ is hard in the worst case.

The statistical anonymity of the above scheme follows from witness indistinguisha-
bility of the protocol.

Proof ofTheorem 8.3.2. We will construct A solving SISq,m,
√

m with non-
negligible probability by using an impersonatorI which succeeds impersonation
with non-negligible probability.

The algorithmA, given inputA, feedsA to the impersonatorI. In the experi-
ment, the impersonatorI will call Init, Corr, andProv. If I calls Init with input
i, thenA choosesei at random, computesui := Aei , and returnsui to I. A can
simulate the oraclesCorr andProv, sinceA has the secret keyei corresponding
to the public keyui .

At the end of the experiment,I will impersonate the one in a ringR =

(u1, . . . ,ul). RewindingI three times,A obtains three valid transcripts as in the
previous proof.

We next show howA obtains a secret key or finding a collision of the hash
functions in the string commitment scheme by using three good transcripts. As-
sume thatA has three transcripts (cmt(i), ch(i), rsp(i), dec(i)) for i = 1,2, 3 such that
cmt(1) = cmt(2) = cmt(3), dec(i) = 1 for all i, and{ch(1)

j , ch(2)
j , ch(3)

j } = {1, 2,3} for

some j ∈ [t]. Without loss of generality, we assume thatch(i)
j = i. We parsersp(i)

j
as in Step V2. From the above argument, we have four equations as follows (We
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omit j for simplification):

c1 = ComA(φh, φt, A′y; ρ(2)
1 ) = ComA(ψh, ψt, A′z; ρ(3)

1 ),
c2 = ComA(x; ρ(1)

2 ) = ComA((ψh � ψt)(z); ρ
(3)
2 ),

c3 = ComA(w + x; ρ(1)
3 ) = ComA((φh � φt)(y); ρ(2)

3 ),
w = wh ◦ −ik,l for somek andwh ∈ S(m,w).

If there exists a distinct pair of arguments ofComA, A obtains a collision forA
and solves SISq,m,√m.

Let us assume that there exist no distinct pairs. Letπ be an inverse permutation
of φh � φt. From the first equation, we obtain the equationπ−1 = φh � φt =

ψh � ψt. Combining with the third equation, we havey = π(w + x). Thus, we have
A′z = A′(π(w) + π(x)). From the second equation,z = π(x). Hence, we obtain
A′ ·π(w) = 0. We haveπ = πh�πt for some permutationsπh andπt over [m] and [l]
respectively, sinceπ is inverse ofφh�φt. Thus, we haveA′(πh(wh) ◦ πt(−ik.l)) = 0.
That is uπt(k) = Aπh(wh). By using same argument in the previous proof, we
have thatπh(wh) , eπt(k) with probability at least 1/2 − negl(n). So,A outputs
z = eπt(k) − πh(wh) as a solution for SISq,m,√m.

�

8.3.3 The Cyclic/Ideal version

Changing the key-generation algorithm, we have a lightweight version
KTX-RIDC/IL,∗. For simplicity, we fixf = x2k

+ 1.

Theorem 8.3.4.Letm, q, andw be polynomially bounded functions ofn such that
m> 4 logq, q is a prime withq ≡ 3 (mod 8), andqn/ |S(mn,w)| is negligible inn.
Then, iff -SIS∞q,m,1 is hard on average, the ID schemeKTX-RIDC/IL,∗ is concurrently
secure.

In addition, letm = m(n), q = q(n), andw = w(n) be polynomially bounded
functions such thatq > 6mn3/2 logn, andqn/ |S(mn,w)| is negligible inn. Then
for γ = 72mnlog2 n, if f -SVP∞γ is hard in the worst case then the ID scheme
KTX-RIDC/IL,∗ is concurrently secure.

sketch.We show that if there exists an impersonatorI which succeeds imperson-
ation under concurrent chosen-group attack with non-negligible probability, there
existsA that finds a collision (z1, z2) for hǎ.

The algorithmA, given input ǎ ∈ Rm
f ,q, feedsǎ to the impersonatorI. In

the experiment, the impersonatorI will call Init, Corr, andProv. If I calls Init

with input i, thenA choosešei ∈ S(mn,w) at random, computesui := hǎ(ěi), and
returnsui to I. A can correctly simulate the oraclesCorr andProv, sinceA has
the secret key̌ei corresponding to the public keyui .

At the end of the experiment,I will impersonate the one of a ringR =

(u1, . . . ,ul). RewindingA three times,A obtains (s, ρ) , (s′, ρ′) such that
ComA(s; ρ) = ComA(s′; ρ′) or a vectore = eh◦et such that [Rotf (ǎ) u1 . . . ul ]e = 0,
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wherexh ∈ {0, 1}mn, et = −ik,l for somek, andeh ∈ S(mn,w) as in the proofs of
Theorem 6.7.3andTheorem 8.3.2.

In the former case,A computesz , z′ ∈ {0, 1}mn such thatCom̌a(s; ρ) =

Rotf (ǎ)z andCom̌a(s′; ρ′) = Rotf (ǎ)z′. Hence,A outputs (z, z′) as a collision for
hǎ.

In the latter case, we have Rotf (ǎ) · eh = uk. By the same argument as in the
proof of Theorem 8.3.2, we have thateh , ek with probability at least 1/2. Hence,
A outputs (eh,ek) as a collision forhǎ. �
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9
Interlude: Zero-Knowledge Protocols on

NTRU

As an interlude, we review zero-knowledge and proof-of-knowledge protocols for
NTRU by Xagawa and Tanaka [XT09] which exploited Stern’s ID scheme. One is
for the relation on secret-key knowledge and the other for that on plaintext knowl-
edge. They are the first non-trivial constructions of these protocols for NTRU.
Additionally, the former directly yields an identification scheme based on NTRU.

Organization: In Section 9.1, we review background of the NTRU encryption
scheme.Section 9.2gives a brief review of the NTRU encryption scheme. We give
exiting relations between NTRU and lattices inSection 9.3. Section 9.4reviews the
Xagawa–Tanaka protocol for the basic relations.Section 9.5gives a detail of ID
scheme obtained from the XT protocol.Section 9.6compares several ID schemes
based on combinatorial problems.Section 9.7gives some concluding remarks on
the protocol and the ID scheme.

9.1 Introduction

Background: In 1996, Hoffstein, Pipher, and Silverman proposed a public-
key encryption system, NTRU [HPS98] (the conference version is appeared in
ANTS III [ HPS98]). The main attractions of this encryption scheme are fast key-
generation, encryption, and decryption, and compact sizes of keys. Other lattice-
based encryption schemes, such as the Ajtai–Dwork cryptosystem [AD97], the
GGH cryptosystem [GGH97b], and the Regev cryptosystems [Reg03, Reg09] do
not have all of these attractions. (SeeChapter 12for the details of them.) Addi-
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tionally, it seems bearable against threat of quantum computers. After proposing
the scheme, they founded a company named NTRU Cryptosystems.

The proposers of NTRU have modified the parameters of the system. As
instantiations of NTRU, there are NTRU-1998 [HPS98], NTRU-2001 [HS00],
NTRU-2005 [HGSW05], NTRU-2007 [HHGP+07], and NTRU-2008 [WHGH+08,
HHHGW09], where the last instantiation is in IEEE P1363.1/D12. There are sev-
eral attacks after the Coppersmith–Shamir attack [CS97]. For chosen plaintext
attack, see Coppersmith and Shamir [CS97], Odlyzko’s meet-in-the-middle at-
tack [HGSW03], and Howgrave-Graham [HG07]. For chosen ciphertext attack,
see [JJ00, HHHK03, HGNP+03, MR06, GN07]. For the summary of the attacks,
see, e.g., Mol and Yung [MY08].

While approximately forty papers have dealt with NTRU, surprisingly, there
are noprotocolsexcept these for encryption or signature. For example, there are no
secure identification schemes based on the NTRU problems and proofs of plaintext
knowledge for NTRU. This contrasts with the situation that the number-theoretical
assumptions allow us to construct concurrent-secure identification schemes and
non-malleable proofs of plaintext knowledge for the RSA, Rabin, Paillier, and El-
Gamal encryption schemes [Kat03].

Techniques: The main idea of Xagawa and Tanaka [XT09] is plugging the struc-
ture of NTRU into a variant of Stern’s protocol [Ste96, KTX08].

Kawachi, Tanaka, and Xagawa [KTX08] observed that Stern’s protocol can
be used for the relations onq-ary lattices. The relation is the set of ((A, u), e) ∈
(Zn×m

q × Zn
q)× {0,1}m such thatAe≡ u (mod q) and the Hamming weight ofe is d

(seeSection 6.6andSection 6.7).
In addition, note that the well-known NTRU lattice is indeedq-ary lat-

tice, which has a representationΛ⊥q (A) = {e ∈ Zm | Ae ≡ 0 (mod q)}
(see [CS97, MR08]).

However, there are some difficulties to connect NTRU with the Stern’s proto-
col directly. In order to connect NTRU with the variant of Stern’s protocol, we
modify the structure of ad hoc anonymous identification schemes by Kawachi et
al. [KTX08], which introduced the permutation splitting technique in Stern’s proto-
col, rather than the identification scheme by them. By this modification, we pattern
a statistical-zero-knowledge and proof-of-knowledge argument for the generalized
relations, say, the set of polynomials ((a, b, z), (x,u)) such thata ⊗ x + b ⊗ u ≡ z
(mod xn − 1, q) andeachHamming weight ofx andu is dx anddy, respectively.
Then, we modify the protocols in order to employ the relations on secret-key
knowledge and plaintext knowledge tailored for each instantiation of NTRU.

Related works: It is well-known that the existence of one-way functions im-
plies computational-zero-knowledge proof systems for any NP-relation. How-
ever, this general proof system is less efficient than the arguments by Xagawa and
Tanaka [XT09].
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In general, one has a simple challenge-and-response protocol for the relation
on secret-key knowledge: The verifier sends a random ciphertext to the prover,
and the prover answers the plaintext of the ciphertext. This simple protocol is
honest-verifier perfect zero knowledge for the relation on secret-key knowledge.
However, a malicious verifier can use this protocol as the decryption oracle. In
some instantiations of NTRU, this yields the universal break [MY08].

One can consider a protocol by combining the observations by Coppersmith
and Shamir mentioned above with statistical-zero-knowledge proof systems for
GapSVP and GapCVP by Micciancio and Vadhan [MV03] (Section 6.3). This
combination might fit for our purpose, however, we cannot provide reasonable
analysis of it.

Recent studies on lattice-based cryptography gave several protocols for lattice
problems and cryptographic primitives based on the worst-case hardness of lattice
problems. There are statistical zero-knowledge proof systems for coGapSVP and
coGapCVP by Goldreich and Goldwasser [GG00], and ones with efficient prover
for GapSVP and GapCVP by Micciancio and Vadhan [MV03]. Recently, Peikert
and Vaikuntanathan gave non-interactive statistical-zero-knowledge proof systems
with efficient prover for several lattice problems [PV08]. Lyubashevsky [Lyu08a,
Lyu09] (Section 6.5andSection 6.8) and Kawachi et al. [KTX08] (Section 6.7)
proposed concurrently-secure lattice-based identification schemes. It will be an
interesting task to construct concurrently-secure ID scheme and non-interactive
zero-knowledge protocols for NTRU.

We next discuss the plaintext knowledge. The Xagawa–Tanaka proof-of-
knowledge arguments for the relations on plaintext knowledge are related to proof
of plaintext knowledge (PPK). Explicit formalization of PPK is due to Aumann and
Rabin (cited in Katz [Kat03]). According to Katz [Kat03, Section 1.2], they gave a
generic solution for any public-key encryption scheme and their protocol is honest-
verifier zero knowledge, while the arguments are (cheating-verifier) statistical zero
knowledge.

There are many identification schemes based on the combinatorial prob-
lems; Shamir’s scheme [Sha89] based on the permuted kernel problem, Stern’s
scheme [Ste96] based on the syndrome decoding problem, and the scheme by
Pointcheval and Poupard [PP03] based on the permuted perceptron problem, and
etc. Section9.6 compares the NTRU-based ID scheme and the identification
schemes mentioned above.

Finally, we report that we found an independent work by Gaborit and Gi-
rault [GG07]. They proposed light-weight variants of Stern’s identification scheme
by using NTRU-like codes, double circulant linear codes and assumed the hard-
ness of the syndrome decoding problem of their NTRU-like codes. We note that
their paper lacks the proof of security and does not show zero-knowledge property
of the protocol. (We also note that we can easily repair the protocol and obtain
their security proof.) We also note that their protocol cannot be used as a proof-of-
knowledge argument for the relation on secret-key knowledge since they did not
split the permutation.
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9.2 Brief Sketch of NTRU

In this section, we briefly review NTRU. For details, see the original pa-
per [HPS98], the proposals of the parameters [HS00, HGSW05, HHGP+07,
WHGH+08, HHHGW09], and the description inSection 12.6

For a positive integern, NTRU is defined on a quotient ringR = Z[x]/(xn − 1).
For a positive integerq, we denoteZ[x]/(q, xn − 1) by Rq. We identifyR with Zn

by identifying f =
∑n−1

i=0 fi xi ∈ R with f = ( f0, . . . , fn−1) ∈ Zn. We also identifyRq

with Zn
q.

Intuitively, the security is based on the hardness to factor a product of two short
polynomials inRq. Let n denote the dimension ofRq. The subsets ofRq, L f , Lg,
Lm, Lr , andLF are defined later. They are used for key generation, encryption,
and decryption. While we do not consider the decryption in this paper, we note the
decryption procedure.

Scheme 9.2.1(NTRUEncrypt). Let n denote the dimension ofRq. All the partici-
pant agree the parameters settings.

Setup(1n): Given the security parametern, output 1n.

KeyGen(param= 1n): Choosef ← L f andg← Lg with the constrain thatf is
invertible inRq andRp. SetFq ← f−1 in Rq. Computeh ← p⊗ g⊗ Fq in Rq.
The public key ish and the secret key isf .

Enc(ek= h,msg= m): The plaintext ism ∈ Lm. Generate a random polyno-
mial r ← Lr and computec← h ⊗ r + m in Rq. The ciphertext isc.

Dec(dk = f , ct = c): The ciphertext isc ∈ Rq. Computea′ ← f ⊗ c in Rq. Com-
putea← p⊗g⊗r +f⊗m in R from a′ by using a centering algorithm. Compute
Fp← f−1 in Rp. Computem′ ← Fp ⊗ a in Rp. The obtained plaintext ism′.

The decryption correctly works since the parameters are chosen carefully to
ensure thata = p⊗ g⊗ r + f ⊗m in Rwith high probability. We omit the details of
the parameter setting; see the original paper or the papers on instantiations [HPS98,
WHGH+08, HHHGW09].

Let T denote{−1,0,+1}n. T (d1,d2) denotes the subset ofT such that each
polynomial inT (d1,d2) has exactlyd1 coefficients set to 1 andd2 coefficients set
to −1. For an integera and a subsetS ⊆ Rq, we defineaS as{af : f ∈ S}. For a
subsetS ⊆ Rq, S∗ denotes the set of the polynomials inS which have the inverses
in Rq, i.e.,S∗ = {f ∈ S : ∃f−1 ∈ Rq}.

There are five instantiations of NTRU, NTRU-1998 [HPS98], NTRU-
2001 [HS00], NTRU-2005 [HGSW05], NTRU-2007 [HHGP+07], and NTRU-
2008 [WHGH+08, HHHGW09], which are summarized inTable 9.1. The fol-
lowing table summarizes the parameter sets of these instantiations. InTable 9.1,
we useT (dg,dg) instead ofT (dg, dg)∗ in NTRU-2008 for certain technical reason.
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Parameter Sets q p L f Lg Lm Lr LF

NTRU-1998 2k 3 T (df ,df − 1)∗ T (dg,dg) T T (dr ,dr ) -

NTRU-2001 prime 2+ x {1 + p⊗ F : F ∈ LF }∗ B(dg) B B(dr ) B(dF )

NTRU-2005 prime 2 {1 + p⊗ F : F ∈ LF }∗ B(N/2)∗ B X(dr ) X(dF )

NTRU-2007 2k 3 {1 + p⊗ F : F ∈ LF }∗ T (df ,df − 1)∗ T (df ,df − 1) T (df ,df − 1) T (df ,df − 1)

NTRU-2008 2k 3 {1 + p⊗ F : F ∈ LF }∗ T (dg,dg) T T (dr ,dr ) T (dF )

Table 9.1: Parameter sets. In NTRU-1998,f must be invertible inRp.

9.3 Interpretation of NTRU as Lattice-based Encryption

Since we connect NTRU and the lattice-based protocol, we briefly review NTRU
lattices.

NTRU lattices: We consider the following matrixC which is generated by a
secret key:

C =
[
RotT(f ) RotT(p⊗ g)

]
.

An NTRU lattice [CS97] is generated by a basis

H =

[
Rot(1) Rot(0)
Rot(h) Rot(q)

]
.

It is easy to verify thatL(H) = Λq(C) by the equationh ≡ f−1 ⊗ (p⊗ g) (mod q).
Since Stern’s protocol and its variant usedΛ⊥q (A) for someA rather thanΛq(C),

we have to findA ∈ Zn×2n
q such thatL(H) = Λ⊥q (A). As noted in the paper propos-

ing NTRUSign [HHGP+03], we can verify that

L(H) = Λ⊥q ([−Rot(h) Rot(1)]).

Thus, we defineA = [−Rot(h) Rot(1)]. In the following, we mainly consider
NTRU lattices in this form. We will give the details inSection 12.6.

9.4 The Xagawa–Tanaka Protocol

Now, we review the Xagawa–Tanaka protocol [XT09]. We first quickly review the
Stern protocol (Section 6.6) and the KTX RID protocol (Section 8.3).

9.4.1 Relations of Stern’s Protocol and its Variant

LetBm(d) denote the set ofm-dimensional binary vectors whose Hamming weights
ared, i.e., the numbers of 1’s are exactlyd. As already seen inSection 6.6, his
protocol is for the following relation:

{((A,u),e) ∈ (Zn×m
q × Zn

q) × {0,1}m : (Ae≡ u (mod q)) ∧ (e ∈ Bm(d))}.
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Kawachi et al. proposed the variants of Stern’s protocol [KTX08] which appeared
in Section 8.3. In a ring identification scheme based on their variant, the protocol
is for the relation

{((A, u1, . . . ,ul), e) ∈ (Zn×m
q × Zn×l

q ) × {−1, 0,+1}m+l

: (e = eh◦et)∧(eh ∈ Bm(d))∧(et ∈ −Bl(1))∧(Aeh+[u1 . . . ul ]el ≡ 0 (mod q))}.
In order to design the protocol, they split a permutation in Stern’s protocol; they
put two permutations in their protocol, while Stern put one permutation. (See
Section 8.3and [KTX08, Section 5].)

9.4.2 The Xagawa–Tanaka Protocol

The Xagawa–Tanaka protocol [XT09] has a similar structure of the ring identi-
fication schemes by Kawachi et al. [KTX08], which are obtained by splitting a
permutation in Stern’s protocol [Ste96] as in the above. We replace the two set,
Bm(m/2) and−Bl(1), with the following enumeration sets.

Enumeration sets: For a positive integern, we denote by [n] the set{0, . . . ,n−1}.
Sn denotes then-dimensional permutation group, i.e., the group consisting of all of
the permutations over [n]. The operator∗ means the composition of permutations,
that is, (π ∗ φ)(x) = π(φ(x)).

We define a property of a subset ofRq. Let π be a permutation over [n]. For an
n-dimensional vectorf = ( f0, . . . , fn−1) ∈ Zn

q, we defineπ( f ) = ( fπ(0), . . . , fπ(n−1)).
We note that, for a permutationπ over [n] and two polynomialsa andb in Rq,
π(a + b) = π(a) + π(b). For a polynomialx ∈ Rq, Sx denotes{π(x) : π ∈ Sn} ⊂ Rq.
We call these setsenumeration sets. We note thatT (d1,d2) is an enumeration set,
whileT is not.

9.4.3 Description

For two enumeration setsSh andSt, consider the following relation:

R = {((Rot(ah),Rot(at), u), (eh, et)) ∈ (Mq ×Mq × Zn
q) × (Zn

q × Zn
q)

: (Rot(ah) · eh + Rot(at) · et = u) ∧ (eh ∈ Sh) ∧ (et ∈ St)}.
This relation is interpreted as follows:

R = {((ah, at,u), (eh,et)) ∈ R3
q×R2

q : (ah⊗ eh + at ⊗ et = u)∧ (eh ∈ Sh)∧ (et ∈ St)}.
If ah = −h andat = 1, the relationR is directly for the NTRU lattice.

Let Com be the special type of a statistically-hiding and computationally-
binding string-commitment scheme as inSection 5.1.3.

Now, we describe the XT protocol, which is statistical zero knowledge and
proof of knowledge for the relationR. For ease of notation, we do not write the
randomness of the functionCom.
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Scheme 9.4.1(The Xagawa–Tanaka protocol [XT09]). The common input is a
triplet (ah,at, u) ∈ R3

q. Prover’s auxiliary inputs areeh andet such thatah⊗eh +at⊗
et = u, eh ∈ Sh, andet ∈ St. The proverP and the verifierV interact as follows:

Step P1: Choose random permutationsπh andπt over [n]. Choose random vec-
torsrh andr t ∈ Rq and send commitmentsy = (c1, c2, c3) computed as follows:
• c1← Com(πh, πt, ah ⊗ rh + at ⊗ r t),
• c2← Com(πh(rh), πt(r t)),
• c3← Com(πh(eh + rh), πt(et + r t)).

Step V1: Send a random challengech ∈ {1,2, 3} to P. Each challenge 1, 2, and
3 corresponds to verifier’s check “permuted,” “masked,” and “random.”

Step P2:
• If ch = 1, it revealsc2 and c3. So, sendz1 = (wh,wt, xh, xt) ←

(πh(eh), πt(et), πh(rh), πt(r t)).
• If ch = 2, it revealsc1 andc3. Sendz2 = (φh, φt, yh, yt) ← (πh, πt,eh +

rh,et + r t).
• If ch = 3, it revealsc1 andc2. Send (ψh, ψt, zh, zt)← (πh, πt, rh, r t).

Step V2:
• If ch = 1, check thatc2 = Com(xh, xt), c3 = Com(wh + xh,wt + xt),

wh ∈ Sh, andwt ∈ St.
• If ch = 2, check thatc1 = Com(φh, φt, ah ⊗ yh + at ⊗ yt − u), c3 =

Com(φh(yh), φt(yt)).
• If ch = 3, check thatc1 = Com(ψh, ψt, ah ⊗ zh + at ⊗ zt) and c2 =

Com(ψh(zh), ψt(zt)).
Outputdec= 1 if all of the above checks are passed, otherwise outputdec= 0.

Theorem 9.4.2. If Com is a statistically-hiding and computationally-binding
string-commitment scheme, the above protocol is a statistical-zero-knowledge and
proof-of-knowledge argument for a relationRwith soundness2/3.

Proof. The correctness of the above protocol can easily be shown. The existence
of a knowledge extractor implies the soundness of the protocol. Thus, in the proof,
we show the existence of a simulator and a knowledge extractor. However, since
these proofs are very similar to the ones in [Ste96, KTX08], we omit the details
and give the sketch of the proof.

Statistical zero knowledge:The construction of the simulator is similar to the ones
in [Ste96] and [KTX08].

We construct a simulatorS which, on input (ah, at,u) and given oracle access
to a cheating verifierV∗, outputs a simulated transcript.S chooses a random value
ch from {1,2,3}, a prediction of the valueV∗ will not choose. Next, the simulator
chooses a random taper ′ of V∗. We only show how the simulator works in the
casech = 1. The remaining cases can be proved by the similar way to the proof of
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Lemma 6.7.2.

Casech = 1: S computese′h and e′t such thatah ⊗ e′h + at ⊗ e′t = u by using
linear algebra. Next, it chooses random permutationsπ′h andπ′t over [n], random
polynomialsr ′h andr ′t from Rq, and random stringsρ′i for i = 1,2, 3. It computes
commitments as

• c′1 = Com(π′h, π
′
t ,ah ⊗ r ′h + at ⊗ r ′t ; ρ

′
1),

• c′2 = Com(π′h(r ′h), π′t(r
′
t); ρ

′
2),

• c′3 = Com(π′h(e′h + r ′h), π′t(e
′
t + r ′t); ρ

′
3).

It sends the commitments toV∗ and receives a challengech from V∗. The simulator
S computes a transcript as follows:

• If ch = 1, it outputs⊥ and halts.

• If ch = 2, it outputs (r ′; (c′1, c
′
2, c
′
3),2, (π′h, π

′
t ,e
′
h + r ′h,e

′
t + r ′t , ρ

′
1, ρ
′
3)).

• If ch = 3, it outputs (r ′; (c′1, c
′
2, c
′
3),3, (π′h, π

′
t , r
′
h, r
′
t , ρ
′
1, ρ
′
2)).

We start the analysis of the casech = 2. In this case, we have that

ViewP
V∗(z)(ah, at,u) = (r; (c1, c2, c3),2, (πh, πt, eh + rh,et + r t, ρ1, ρ3)),

S(ah, at,u) = (r ′; (c′1, c
′
2, c
′
3), 2, (π′h, π

′
t , e
′
h + r ′h,e

′
t + r ′t , ρ

′
1, ρ
′
3)).

Consider a one-to-one mapping (π′h, π
′
t , r
′
h, r
′
t , ρ
′
1, ρ
′
3) = (πh, πt, rh + eh−e′h, r t + et −

e′t , ρ1, ρ3). By this equation, we have thatc′1 = c1 andc′3 = c3, and the responses
from the simulator equal to the ones from the prover. From the statistically-hiding
property ofCom, the statistical distance between the distributions ofc2 andc′2 is
negligible. Thus, the distributions of ViewPV∗(z)(ah, at,u) andS(ah,at, u) are statis-
tically close.

In the casech = 3, it is easy to verify the statistical distance by setting
(π′h, π

′
t , r
′
h, r
′
t , ρ
′
1, ρ
′
2) = (πh, πt, rh, r t, ρ1, ρ2).

Proof of knowledge:We construct the extractor following [Ste96] and [KTX08].
Assume that there existsP∗ that convincingV with probability 2/3+ ε. The knowl-
edge extractorK works as follows:

1. Choose a random tape ofP∗.
2. Obtain three transcripts by acting as the verifier and by settingch = 1, 2, 3.

Each ρ( j)
i denotes the random string in the commitmentci in the case

thatch = j. The three transcripts are ((c1, c2, c3), 1, (wh,wt, xh, xt, ρ
(1)
2 , ρ(1)

3 )),

((c1, c2, c3),2, (φh, φt, yh, yt, ρ
(2)
1 , ρ(2)

3 )), and ((c1, c2, c3),3, (ψh, ψt, zh, zt, ρ
(3)
1 , ρ(3)

2 )).

3. Output (φ−1
h (wh), φ−1

t (wt)) as a witness.

We analyze the probability that the output is the witness corresponding to
(ah,at,u). Since the probability thatP∗ convincingV is 2/3 + ε, for ε fraction of
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random tapes three transcripts are valid. Hence, we have the following equations:

Com(φh, φt, ah ⊗ yh + at ⊗ yt − u; ρ(2)
1 ) = Com(ψh, ψt, ah ⊗ vh + at ⊗ zt; ρ

(3)
1 ),

(9.1)

Com(xh, xt; ρ
(1)
2 ) = Com(ψh(zh), ψt(zt); ρ

(3)
2 ), (9.2)

Com(wh + xh,wt + xt; ρ
(1)
3 ) = Com(φh(yh), φt(yt); ρ

(2)
3 ). (9.3)

By the assumption thatCom is computationally binding, there exists no distinct
pair of arguments ofComin the equations (9.1), (9.2), and (9.3). From the equation
(9.3), we have thatyh = φ−1

h (wh + xh) = φ−1
h (wh) + φ−1

h (xh) andyt = φ−1
t (wt) +

φ−1
t (xt). Combining the equationsφh = ψh, φt = ψt, and (9.2), we obtain that

zh = φ−1
h (xh) andzt = φ−1

t (xt). By substitution in the equation (9.1), we have that

ah⊗(φ−1
h (wh)+φ−1

h (xh))+at⊗(φ−1
t (wt)+φ

−1
t (xt))−u = ah⊗(φ−1

h (xh))+at⊗(φ−1
t (xt)).

Simplifying the above we obtain that

ah ⊗ (φ−1
h (wh)) + at ⊗ (φ−1

t (wt)) = u.

Recall thatSh andSt are enumeration sets. Therefore,φ−1
h (wh) ∈ Sh andφ−1

t (wt) ∈
St. This completes the proof. � �

9.4.4 Relations for NTRU

In this section, we tailor the relations for instantiations of NTRU.

Relations on Secret-Key Knowledge

For NTRU-1998: The secret keysf andg are chosen fromT (df , df − 1)∗ and
T (dg, dg), respectively. Additionally,f must be invertible inR3 = Z[α]/(3, αn− 1).
The public key is computed ash = 3g⊗ f−1.

We define the following relation:

R1998
KEY = {((−h, 1,0), (f ,3g)) ∈ R3

q × R2
q

: (−h ⊗ f + 3g = 0)∧ (f ∈ T (df ,df − 1))∧ (3g ∈ 3T (dg, dg))}.

For NTRU-2001: The secret keyf is chosen from{1 + p ⊗ F : F ∈ B(dF)}∗,
wherep = 2 + α. The polynomialg is randomly chosen fromB(dg). The public
key is computed ash = p ⊗ g⊗ (1 + p ⊗ F)−1. We define the following relation:

R2001
KEY := {((−h, 1, p−1 ⊗ h), (F,g)) ∈ R3

q × R2
q

: (−h ⊗ F + g = p−1 ⊗ h) ∧ (F ∈ B(dF)) ∧ (g ∈ B(dg))}.
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For NTRU-2005: As in the relation on plaintext knowledge, we cannot define
the relation on secret-key knowledge of the encryption in NTRU-2005, sinceLF =

X(dF) is not an enumeration set. Again, a simple modification allows us to define
the key-pair relation for the modified version of NTRU-2005.

For NTRU-2007: The secret keyf is chosen from{1 + 3F : F ∈ T (df , df − 1)}∗.
The polynomialg is randomly chosen fromT (df ,df − 1)∗. The public key is
computed ash = 3g⊗ (1 + 3F)−1. Let 3−1 be the multiplicative inverse of 3 inRq.
We define the following relation:

R2007
KEY := {((−h, 1,3−1 ⊗ h), (F, g)) ∈ R3

q × R2
q

: (−h ⊗ F + g = 3−1 ⊗ h) ∧ (F ∈ T (df ,df − 1))∧ (g ∈ T (df , df − 1))}.

For NTRU-2008: The secret keyf is chosen from{1 + 3F : F ∈ T (dF ,dF)}∗.
The polynomialg is randomly chosen fromT (dg, dg). The public key is computed
ash = 3g⊗ (1 + 3F)−1. We define the following relation:

R2008
KEY = {((−h,1,h), (3F,3g)) ∈ R3

q × R2
q

: (−h ⊗ 3F + 3g = h) ∧ (3F ∈ 3T (dF ,dF)) ∧ (3g ∈ 3T (dg,dg))}.
Remark 9.4.3. We note that these relations do not imply thatf andg are invertible
in Rq. Moreover, these relation for NTRU-1998 does not assure thatf is invertible
in Rp. They guarantee that thel∞ norm of f andg is relatively short and one can
decrypt ciphertexts by using the polynomialsf andg in the instantiations except
NTRU-1998. In NTRU-1998, the keys satisfying the relation would imply the
partial decryption.

Relations on Plaintext Knowledge

Recall the encryption procedure of NTRU. Letm andr be a plaintext and a ran-
domness, respectively. The ciphertextc is m+h⊗r . Instead ofT , we useT (dm,dm)
for somedm. By changing the message spaces, eachLm is treated as an enumera-
tion set.

For NTRU-1998 and NTRU-2008: Lr is set asT (dr ,dr ). We define the follow-
ing relation:

R1998
ENC = R2008

ENC = {((h,1, c), (r ,m)) ∈ R3
q × R2

q

: (h ⊗ r + m = c) ∧ (r ∈ T (dr ,dr )) ∧ (m ∈ Lm)}.

For NTRU-2001: In this case,Lr is set asB(dr ). We define the following rela-
tion:

R2001
ENC := {((h,1, c), (r ,m)) ∈ R3

q × R2
q : (h ⊗ r + m = c) ∧ (r ∈ B(dr )) ∧ (m ∈ Lm)}.
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For NTRU-2005: X(dr ) is defined as{f1 ⊗ f2 + f3 : f i ∈ B(dr )} and is not an
enumeration set. We cannot define the relation on plaintext knowledge of the en-
cryption in NTRU-2005, sinceX(dr ) is not an enumeration set.

However, simple modification allows us to define the relation for NTRU-2005
as in the above. For example, we could useX′(dr ) = {f ∈ X(dr ) : f ∈ {0,1}n},
which is an enumeration set, instead ofX(dr ).

For NTRU-2007: Lr is set asT (df ,df −1) and so isLm. We define the following
relation:

R2007
ENC := {((h,1, c), (r ,m)) ∈ R3

q × R2
q

: (h ⊗ r + m = c) ∧ (r ∈ T (df ,df − 1))∧ (m ∈ T (df ,df − 1))}.

Remark 9.4.4. In order to prevent information leakage onm, NTRU-2008 rec-
ommended that the numbers of 1s,−1s, and 0s in a plaintext are at least some
parameter. (See [WHGH+08, HHHGW09, Section 9.2.2]).

Additionally, we note that certain encryption schemes used the enumeration set
B(d) as the plaintext spaces. For example, the Chor–Rivest cryptosystem and the
Okamoto–Tanaka–Uchiyama cryptosystem did so.

9.5 Identification Schemes

We can simply develop identification schemes based on NTRU from the XT pro-
tocol; A key-generation algorithm is same as the one in NTRU. A prover and a
verifier runs the protocol for secret-key knowledget times sequentially or in paral-
lel. Let us discuss the security of this identification scheme. In the following, the
security parametern specifies the parametersN, p, andq, and the spacesL f , Lg,
Lm, andLr .

Assumptions: In the literature of padding schemes for NTRU, their securities
are build on the one-way or the partial one-way assumption; the standard one-way
assumption is stated as follows:

Definition 9.5.1 (The NTRU (one-way) assumption). It is asymptotically hard to
solve the NTRU inversion problem; For any polynomial-time adversaryA, the
success probabilityAdvow

NTRU,A(n) is negligible inn; where

Advow
NTRU,A(n) = Pr

[ A(h, c) = m :
(h, f )← KG(1n); m← Lm; r ← Lr ; c = h ⊗ r + m

]
.

The problem on recovering the secret key is not easier than the problem on
inverting the NTRU function, since, if one can get the secret key, then one can
decrypt the ciphertexts.
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Definition 9.5.2(The NTRU factoring assumption). This assumption states that it
is asymptotically hard to solve the NTRU factoring problem; For any polynomial-
time adversaryA, the success probabilityAdvfac

NTRU,A(n) is negligible inn; where

Advfac
NTRU,A(n) = Pr

[
(h = p⊗ f ′−1 ⊗ g′) ∧ (f ′ ∈ L f ) ∧ (g′ ∈ Lg) :
(h, f )← KG(1n); (f ′, g′)← A(h)

]
.

Note that in the NTRU factoring assumption, the adversary has to outputf ′ which
has an inverse inRq.

As stated in Remark9.4.3, the XT protocol does not ensure that the prover
hasf which is invertible inRq. Thus, we need another assumption which may be
stronger then the NTRU factoring assumption.

Definition 9.5.3(The NTRU decomposotion assumption). This assumption states
that it is asymptotically hard to solve the NTRU decomposition problem; For any
polynomial-time adversaryA, the success probabilityAdvdec

NTRU,A(n) is negligible
in n; where

Advdec
NTRU,A(n) = Pr

[
(f ′ ⊗ h = p⊗ g′) ∧ (f ′ ∈ L f ) ∧ (g′ ∈ Lg) :
(h, f )← KG(1n); (f ′,g′)← A(h)

]
.

The adversary violating this assumption still can be used to invert the NTRU
function: Invoking the adversary, we obtainf ′ andg′ such thatf ′ ∈ L f , g′ ∈ Lg,
and f ′ ⊗ h = p ⊗ g′. Assume that the ciphertext is in the formc = h ⊗ r + m.
Multiplying f ′ to the ciphertext, We have thatf ′ ⊗ c = p ⊗ g ⊗ r + f ′ ⊗ m in Rq.
Since the parameters are set to decrypt correctly with overwhelming probability,
we can computea′ = p ⊗ g ⊗ r + f ′ ⊗ m overZ. Hence, we obtainf ′ ⊗ m in Rp.
In the case of NTRU-2008,L f is {1 + pF}. Hence, we can correctly computem.
In the case of NTRU-1998,L f is T (df , df − 1). Even iff ′ is not invertible inRp,
we can partially decryptm as stated in Remark9.4.3. Consequently, the NTRU
decomposition assumption is not stronger than the NTRU one-way assumption.

9.5.1 Description

As stated in the first paragraph of this section, we can develop a passive-secure
identification scheme based on NTRU from the XT protocol for secret-key knowl-
edge, since the protocol composed sequentially is a proof of knowledge and statis-
tical zero knowledge.

Let Com be the special type of a statistically-hiding and computationally-
binding string-commitment scheme as inSection 5.1.3.

Scheme 9.5.4(NTRU-ID).

Setup(1n): Given 1n, output 1n.

KeyGen(1n): Choosef ← L f andg← Lg with the constrain thatf is invertible
in Rq andRp. SetFq← f−1 in Rq. Computeh← p⊗ g⊗ Fq in Rq. The public
key ish and the secret key is (f ,g).

104
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P and V: The common input is the pubic keyh ∈ Rq. Prover’s auxiliary input is
(f ,g). The proverP and the verifierV interact as follows: The prover and the
verifier runs the XT protocol forRKEY in t-parallel ort-sequential.

9.5.2 Security Proofs

Theorem 9.5.5.LetNTRU-IDs andNTRU-IDp denote obtained ID schemes by the
sequential composition and by the parallel compositiont times, respectively. As-
sume that there exists an adversaryA that impersonates the valid prover with prob-
ability at leastAdvIMP−PA

ID,A (n). Then, there exists an adversaryB which solves the

NTRU decomposition problem with probability at leastAdvdec
NTRU,B(n) or breaks the

binding property of the commitment scheme with probability at leastAdvCOM,B(n).

The proof is obtained by applying the argument of Poupard and
Pointcheval [PP03] to the proof by Stern [Ste96].

Proof. We only give the proof for the sequential composition, since the proof for
parallel composition is very similar to the one inSection 6.7. We note that the proof
for the sequential composition is also very similar to the ones of Stern [Ste96] and
Pointcheval and Poupard [PP03].

Assume that there exists a polynomial-time adversaryA that impersonates the
prover with probabilityε. We first replace the prover oracle with the simulation.
This change introduces the statistical distanceQt∆.

Let ω denote the random tape of the adversaryA. Let I denote the random
tape of the verifier that is identified with the challengeC ∈ {0, 1, 2}t. Let us denote
by S the set of the pairs (ω, I ) which lead to acceptance. Hence, we have that
Pr(ω,I )[(ω, I ) ∈ S] = ε = (2/3)t + ε′. Next, we define the setΩ = {ω | PrI [(ω, I ) ∈
S] ≥ (2/3)t + ε′/2}. A standard argument shows that Prω[ω ∈ Ω] ≥ ε′/2 and
Pr[Ω | S] ≥ ε′/2ε. Assume in the following that the eventΩ occurs.

Next, consider the execution treeT(ω), corresponding to all acceptedI , with
a fixedω. We denote byni the number of the nodes at the depthi. We know that
n0 = 1 andnt = 2t + 3tε′/2, becausenk/3k = PrI [(ω, I ) ∈ S] ≥ (2/3)t + ε′/2. So,
we have that

t−1∏

i=0

ni+1

ni
=

nt

n0
≥ 2t +

ε′

2
· 3t ≥

(
1− ε

′

2

)
· 2t +

ε′

2
· 3t.

By taking the logarithm of the inequation and using the convexity of the logarithm,
we obtain that

t−1∑

i=0

log
ni+1

ni
≥

(
1− ε

′

2

)
· log 2t +

ε′

2
· log 3t ≥ t

(
log 2+

ε′

2
log

3
2

)
.

Therefore, there existsi < t such that

ni+1

ni
≥ 2(3/2)ε

′/2 = 2 exp

(
ε′

2
· log

3
2

)
≥ 2 ·

(
1 +

ε′

2
· log

3
2

)
≥ 2 ·

(
1 +

ε′

5

)
.
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Let fi andti denote the number of nodes at depthi with exactly 3 sons and that with
at most 2 sons, respectively: We have that

ni = fi + ti andni+1 ≤ 3 fi + 2ti = fi + 2ni .

Therefore, for the abovei, we obtain that 2+ fi/ni ≥ ni+1/ni2 + 2ε′/5. Thus, so,
with probability greater than 2ε′/5, the pathI contains a node with 3 sons.

Now, the strategy of the reduction is as follows: (1) choose a random tapeω

for the adversaryA. (2) choose a random challengeI for the simulated verifier. (3)
using a ZK simulator, simulating the prover oracle. (4) checking 3k possible nodes
along the pathI . With probability greater thanε(ε′/2ε)(2ε′/5) = ε′2/5, we have
found a node with 3 sons.

Assume that we have found a node with 3 sons. In that case, the reduction
algorithm can obtains a collision for the commitment or solves the problem as in
the proof of Stern [Ste96].

Hence, we have that

ε′2

5
− Qt∆ ≤ Advdec

NTRU,B(k) + AdvCOM,B(k).

�

Remark 9.5.6. Since the protocol is (cheating-verifier) zero knowledge, the re-
duction algorithm can simulate the valid prover even if the adversary accesses the
prover oracle in an active way. This reduction requires as many steps asQtk times
of the original reduction. For simplicity, we only consider the reduction for the
passive adversary.

9.5.3 Parameters and Communication Costs

In order to achieve the 80-bit security, we can set

(2/3)t ≤ 2−81, andAdvdec
NTRU,B(k),AdvCOM,B(k),Qt∆ ≤ 2−166.

By solving (2/3)t ≤ 2−81, we have thatt ≥ 138.47... and sett = 150 (with rea-
sonable margin). We use NTRU and the hash function which is suitable for use at
the 192-bit security level. By settingQ = 260, we have∆ ≤ 2−234.8137... and set
∆ = 2−256.

In NTRU-2008 [WHGH+08, HHHGW09], three parameter sets, ees677ep1,
ees887ep1, and ees1087ep1, are recommended for the 192-bit security level. We
adopt ees677ep1: the public-key length is 677· log 2048= 7447 bits and the secret-
key length is 677· 2 = 1354 bits.

We next adopt the Halevi-Micali commitment scheme [HM96]. In this case,
we need a 192-bit secure cryptographic hash function which outputs the digest of
length at least 384 bits. Then, we have the commitment scheme where the length
of the commitment is 7· 384 = 2688 bits and the length of the decommitment is
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|m| + 2688 bits (m is a message to be committed). We have to compute|m|. The
prover will sends two permutations and two vectors, or four vectors in Step P2. In
the former, the length of the message is 2· log 677!+2·667· log 2048∼ 25686 bits.
In the latter, the length of the message is 2· 677· log 3+ 2 · 677· log 2048∼ 17041
bits.

Thus, the total communication cost is 150· (3 ·2688+ 2+ (25686+ 2 ·2688))=
5869200 bits (approximately 716.5kB).

Discussions: By parallel composition, we can obtain almost the same identifica-
tion scheme. However, this scheme has a drawback in the sense of tightness of the
reduction. In this case, the tightness is cubic as in Kawachi et al. [KTX08], rather
than quadratic as in the above.

It seems that concurrently secure identification schemes need stronger assump-
tions, such as the one-more NTRU one-way assumption or the assumption that the
small integer solution problem over NTRU lattices is hard on the average. The
small integer solution problem, SISβ, is, given a matrixA ∈ Zn×m

q , to find a non-
zero vectorz ∈ Λ⊥q (A) such that‖z‖ ≤ β in some norm. Using this assumptions,
Lyubashevsky [Lyu08a] and Kawachi et al. [KTX08] succeeded to construct con-
currently secure identification schemes based on lattice problems.

9.6 Comparisons

There are several identification schemes based on combinatorial problems.
We compare the schemes such as Stern’s SD-based [Ste96], Shamir’s PKP-
based [Sha89], PPP-based by Pointcheval and Poupard [PP03], Lyubashevsky’s
C/IL-based [Lyu08a, Lyu08b], and C/IL-based by Kawachi et al. [KTX08] identi-
fication schemes. For the comparison with standard identification schemes, we put
GQ [GQ88] and Schnorr [Sch91] in Table9.2.

In the papers [Ste96, Sha89], the authors ignored the commitment scheme and
directly used the hash value. Thus, the proofs are not correct in the standard model
(this requires stronger assumptions on the hash function). We, hence, replace the
hash function with the commitment scheme.

The main difficulty of comparison is that the parameter settings for other
schemes were not explicit. They did not propose the parameter-generating method
in order to attain the security level. Here, we briefly discuss the parameters and
costs if we set 80-bit securityfor the identification schemes.

Storage costs: Notice that, in all reduction, the advantages of the adversary
against identification schemes are upperbounded by the square roots of the advan-
tage of the adversary against the assumption that the underlying problem is hard.
Thus, the best work factor for solving the underlying problem must be at least 2160.
We here require 196-bit security for the underlying problem.

Recall that in the case ofNTRU-ID, we have a 7447-bit public key.
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Name Reduction Security |pk| (kB) Cost (kB) Ref.

NTRU-ID (2/3)t +
√

5
√
ε(k) + ε′(k) + Qt∆ P (A) 0.91 716.5 [XT09]

St-IDp (2/3)t +
√

5
√
ε(k) + ε′(k) + Qt∆ P (A) 0.204

(+680.9) 935.1 [Ste96]

PKP
(

126
251

)t
+
√

5.758...
√
ε(k) + ε′(k) + Qt∆ P (A) ≥ 2.313 ≥ 90.0 [Sha89]

PPP (3/4)t +
√

14/3
√
ε(k) + ε′(k) + 2Qt∆ P (A) ≥0.196

(+≥5.324) ≥ 637.0 [PP03]

Ly09-ID
√

2ε(k) + 4 · 2−kt/5 + 2−3k logk/4 C ? ? [Lyu09]

St-ID+
C/IL,p (2/3)t +

√
10
√

2ε(k) + Qt∆′ + 2−Ω(k) C ? ? [KTX08]

(cf:) GQ (1/2)l(k) +
√
ε(k) P 0.938

(+1.875) 1.885 [GQ88]

(cf:) Schnorr (1/2)l(k) +
√
ε(k) P 0.938

(+0.957) 0.967 [Sch91]

Table 9.2:Comparisons on reduction and security. Note:NTRU-ID, St-IDp, PKP,
PPP, andSt-ID+

C/IL,p run the basic protocol int times sequentially. InLy09-ID, t
is the number for parallel. Eachε(k) denotes the advantage of the polynomial-
time adversary against the underlying problem. Eachε′(k) denotesAdvbd

COM(k),
the advantage of the polynomial-time adversary against the commitment scheme.
In St-ID+

C/IL,p, ∆′ denotes the regularity of the lattice-based hash functions. In GQ
and Schnorr,l(k) denotes the length of the challenge message. In the column of
security, P, A, and C denotes passive, active, and concurrent, respectively.

In the GQ and Schnorr schemes, the RSA modulusN or the parameter for
the groupp is often of length 2048 bits. However, to achieve 196-bit security,
they should be 7680-bit numbers. Interestingly, in the GQ scheme, the public key
consists ofN and two elementse,X in Z∗N, so, the length of public key is longer than
that ofNTRU-ID. Even if (N, e) in the GQ scheme andp in the Schnorr scheme is
public parameter, there is a little difference between the length of the public key.

In Stern’s schemeSt-IDp [Ste96], in order to achieve 196-bit security, it
requires a random matrix inZn×m

q as a public parameter, where (q,n,m) =

(2, 1670,3340) (see the estimation by Canteaut and Chabaud [CC98, Approxima-
tion 1]). Hence it requires approximately 680kB for the public parameter. Each
public key is a vector inZn

q, whose length is 1670 bits.
In the PKP scheme, Shamir proposed the parameter set (q,n,m) = (251, 16, 32)

and (q, n,m) = (251,37,64), which may achieve 76-bit and 184-bit security. We
adopt the latter parameter set. In the case, the public keyA is a matrix inZn×m

q and
the length of it is 18944 bits (approximately 2.31kB).

In the PPP scheme by Poupard and Pointcheval [PP03], they proposed several
parameters (n,m) = (121, 137) and (n,m) = (201, 217), which are estimated 264-
security and more. Hence, we adopt the latter. Note that their public parameters
are of length at least 201· 217 = 43617 bits. Each public key is a vector inZn

m,
whose length is approximately 1560 bits.

Communication Costs: The communication costs mainly depend on the domain
size of the permutations in the protocol. In PKP and PPP, they used a permutation
over [64] or over [217], respectively. Thus, their communication costs are relatively
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low. On the other hand,St-IDp uses a permutation over [3340] andNTRU-ID
employs two permutations over [677]. Hence, the communication costs are very
large.

9.7 Concluding Remarks

On computational-zero-knowledge proof systems: By using the hard-core bit
of NTRU [NSW03] or the general hard-core predicate by Goldreich and Levin,
we can construct computationally-hiding and statistically-binding bit-commitment
schemes from the NTRU one-way assumption. By using the above commitment
scheme, one obtains computational-zero-knowledge and proof-of-knowledge proof
systems for the same relations.

Signature schemes: In the literature, there were two practical signature schemes
based on NTRU, NSS [HPS01] and NTRUSign [HHGP+03]. Unfortunately, their
security were not proven under plausible assumptions. Indeed, NSS and a simple
version of NTRUSign were already broken [GJSS01, NR06].

Meanwhile, applying the Fiat-Shamir transformation to the 3-round paral-
lelized version of the XT protocol, we can obtain a secure signature scheme under
the NTRU decomposition assumption in the random oracle model. However, the
XT-NTRU signature scheme is far from practical use.

We finally mention the signature scheme by Gentry, Peikert, and Vaikun-
tanathan [GPV08]. In their scheme, the public key isA ∈ Zn×m

q and the secret
key is a short basis ofΛ⊥q (A) in the l2 norm. We already saw that the short vector
f ◦ (pg) is in Λ⊥q ([−Rot(h) Rot(1)]). By rotating the short vector, one can obtain
a half of the basis of the NTRU lattice. Hoffstein, Howgrave-Graham, Pipher, Sil-
verman, and Whyte proposed the NTRUSign [HHGP+03] in 2003. In [HHGP+03],
they discussed how to obtain the remaining half of the basis of the NTRU lattice.
They used certain norm rather than thel2 norm. The method obtaining the remain-
ing half of a short basis inl2 norm would yield a secure signature scheme based on
the NTRU problems in a similar way to the GPV signature scheme [GPV08].
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10
Trapdoors for Lattices

Organization: We briefly introduce the background of trapdoor functions based
on lattice problems inSection 10.1. In Section 10.2, we review the definition of
(one-way and collision-resistant) preimage sampleable functions (PSFs), which
suit for lattice-based trapdoor functions. InSection 10.3, we review the Alwen-
Peikert algorithm for trapdoor generation.Section 10.4reviews the sampling algo-
rithm for DΛ,s,c by Gentry, Peikert, and Vaikuntanathan (which appears originally
in Klein [Kle00]). In Section 10.5, we describes lattice-based PSFs obtained by
combining the aboves.Section 10.6illustrates the ideal version of the Alwen-
Peikert construction. InSection 10.7describes an instantiation of PSFs from ideal
lattices.Section 10.8reviews the notions of “Bonsai” techniques. We apply these
techniques to ideal-lattice-based constructions inSection 10.9. As direct applica-
tions of PSFs, we construct lattice-based trapdoor hash functions inSection 10.10

10.1 Introduction

In the seminal paper of Ajtai [Ajt96], he gave an instance-generation algorithm for
SIS that outputs (A,e): Generate a random vectore← {0, 1}m, generates a random
matrix A ∈ Zn×m

q with constrain thatAe = 0, and permutes them. But, an instance-
generation algorithm that outputsA ← Zn×m

q with the short basis ofΛ⊥q (A) is
non-trivial. After this algorithm, he proposed the instance generation algorithm for
this problem [Ajt99]. This algorithm was an isolated point of lattice-based cryptog-
raphy; because in about decade, there were no cryptographic schemes employing
this algorithm.

In 2008, Gentry, Peikert, and Vaikuntanathan [GPV08] showed that the short
basis has a power of sampling the discretized GaussianDΛ,s,c on the latticeΛ. They
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also improved the analysis of the Ajtai algorithm. Alwen and Peikert further im-
proved the Ajtai algorithm [AP09]. Finally, in 2009, Stehĺe, Steinfeld, Tanaka, and
Xagawa [SSTX09] proposed an ideal version of the Alwen–Peikert construction.

These algorithm allows to implement trapdoors forhA (or hǎ). The trapdoor
is a basisT of a latticeΛ⊥q (A) (or Λ⊥q (Rotf (ǎ))) such that‖T̃‖ ≤ L for someL.

One can sampleDΛ⊥q (A),s,c (or DΛ⊥q (Rotf (ǎ)),s,c) by usingT for s = L · ω(
√

logn).
Turning it into hash functions, one can sample preimagese (or ě) of u (or u). Since
appearing distributions are not uniform, Gentry et al. defined preimage sampleable
functions rather than trapdoor functions for generality.

10.2 Definition of Preimage Sampleable Functions

Roughly speaking, preimage sampleable functions (PSFs) is a hash familyH =

{Hn}, whereHn = { fa : Dn → Rn | (a, t) ∈ Kn × Tn}, defined with a distribution
ensembleX = {Xn} over D = {Dn}. First, one cansamplepreimages ofy ∈ Rn

under fa by using the correspondingt to a. Next, the two distributions of the
samples (x, y) and (x′, y′) must be statistically identical, where (x, y) is sampled by
x ← Xn andy ← fa(y) and (x′, y′) is sampled byy′ ← U(Dn) and obtainingx′

by the above trapdoor sampling procedure. In addition, the distributionfa(Xn) is
almost uniform overRn.

Gentry et al. [GPV08] defined it in the algorithmic form and we follow them.

10.2.1 Model of Preimage Sampleable Functions

The preimage sampleable (trapdoor) functionsPSF defined by a quadruplet of
algorithms (TrapGen,Eval,SampleDom,SamplePre).

TrapGen(1n): A trapdoor-generation algorithm, given the security parameter 1n,
outputs a description of functiona ∈ Kn and its trapdoort. (Notice thata
defines the functionfa : Dn→ Rn.)

Eval(a, x): An evaluation algorithm, givena and an elementx ∈ Dn, returns
y = fa(x).

SampleDom(1n): A domain sampling algorithm, given the security parameter
1n, samplesx ∈ Dn from some distribution overDn.

SamplePre(t, y): A preimage sampling algorithm, given a trapdoort corre-
sponding toa and an imagey, samplesx from some distribution overDn.

Definition 10.2.1 (Preimage Sampleable Functions). We sayPSF is preimage
sampleable function scheme if the following conditions hold: LetX denote the ran-
dom variable stands for the output ofSampleDom and letXy denote the random
variable according to the conditional distribution of the outputx by SampleDom
given fa(x) = y.
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Domain sampling with uniform distribution: With overwhelming probability
of the choice ofa, SampleDom samples anx for which the distribution of
fa(x) is statistically close to uniform overRn. Formally,

Pr
[
∆( fa(X),U(Rn)) ≤ negl(n) : (a, t)← TrapGen(1n);

]
≥ 1− negl(n).

Preimage sampling with trapdoor: With overwhelming probability of the
choice ofa, SamplePre, givent andy, samples anx for which the distribution
of x is statistically close to that ofXy. Formally, for anyy ∈ Rn,

Pr
[
∆(SamplePre(t, y),Xy) ≤ negl(n) : (a, t)← TrapGen(1n);

]
≥ 1−negl(n).

10.2.2 Security Notions

Roughly speaking, we say thatPSF is one-way if any polynomial-time adversary
cannot, givena and y, output a preimagex of y under fa. We say thatPSF is
collision-resistant if any polynomial-time adversary cannot, givena, output dis-
tinct x, x′ ∈ Dn such that fa(x) = fa(x′) and the conditional min-entropy of
x← SampleDom(1n) given fa(x) = y is at leastω(logn). Note that the difference
between the collision-resistance definitions ofHash andPSF. (The definition of
the hash scheme does not require the min-entropy condition.)

Formally, we define the following experimentsExpow
PSF,A(n) andExpcr

PSF,A(n)
between the challengerC and the adversaryA.

Experiment Expow
PSF,A(n):

Setup Phase:The challengerC runs TrapGen with 1n and obtains (a, t).
Next, it generatesy ← Rn uniformly at random.C feedsa andy to the
adversaryA.

Challenge Phase:A outputsx. If x ∈ Dn and fa(x) = y then the challenger
returns 1, otherwise, 0.

Experiment Expcr
PSF,A(n):

Setup Phase:The challengerC runsTrapGen with 1n and obtains (a, t). C
feedsa to the adversaryA.

Challenge Phase:A outputsx and x′ If x, x′ ∈ Dn, x , x′, and fa(x) =

fa(x′) then the challenger returns 1, otherwise, 0.

Definition 10.2.2. Let PSF = (TrapGen,Eval,SampleDom,SamplePre) be a
preimage sampleable function scheme. LetA be an adversary. Let the advan-
tage ofA against one-wayness beAdvow

PSF,A(n) := Pr
[
Expow

PSF,A(n) = 1
]
. We say

that PSF is one-way if, for any polynomial-time adversaryA, Advow
Hash,A(n) is

negligible inn.
Let the advantage ofA against collision resistance beAdvcr

PSF,A(n) :=

Pr
[
Expcr

PSF,A(n) = 1
]
. We say thatPSF is collision resistant if, for any polynomial-

time adversaryA, Advcr
PSF,A(n) is negligible inn and the conditional min-entropy
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H∞(X | fa(X) = y) is at leastω(logn), whereX denotes the random variable which
stands for the output ofSampleDom(1n).

10.3 The Ajtai and Alwen–Peikert Constructions

We next review the one of the underlying component of lattice-based PSFs, the
Ajtai and Alwen–Peikert constructions. As noted inSection 10.1, Ajtai [Ajt99]
proposed that the instance-generation algorithm which outputs a random matrix
A and a short basisT of a latticeΛ⊥q (A). There are improved versions of the
algorithm by Gentry et al. [GPV08] and by Alwen and Peikert [AP09]. We follow
the construction by Alwen and Peikert.

10.3.1 Main Strategy

Assume that we have a random matrixA1 ∈ Zn×m1
q . We then want to construct

randomA2 ∈ Zn×m2
q with a short basisS ∈ Zm×m

q of Λ⊥q (A), wherem = m1+m2 and
A = [ A1|A2]. Let d = (1 + δ)n logq. We suppose thatm1 ≥ d which will support
the uniformity ofA2.

To constructS, we first compute an Hermite normal formH ∈ Zm1×m1 of a
basis ofΛ⊥q (A1). SinceH is a basis ofΛ⊥q (A1), we have thatA1H ≡ O (mod q).
With high probability,Λ⊥q (A1) is full-rank, and so isH.

Next, let us constructF = [H |U; O|Im2] for someU ∈ Zm1×m2 and A2 ∈ Zn×m2
q

such that [A1|A2]F ≡ O (mod q). In order to do so, we setA2 ≡ −A1U (mod q)
and we haveAF = [ A1H |A1U + A2] ≡ O (mod q), whereU has randomness to
applying the leftover hash lemma and will be defined later. Notice thatF is a basis
of Λ⊥q (F) by construction.

We then construct a unimodular matrixQ = [−Im1|O; P|B] such that a basis
S = FQ is short. We will setB an upper triangle matrix with diagonals 1, which
yields the unimodularity ofQ. We figure them as follows:

[
A1 A2

] [ V D
P B

]
= O and

[
V D
P B

]

︸      ︷︷      ︸
S

=

[
H U
O Im2

]

︸        ︷︷        ︸
F

[ −Im1 O
P B

]

︸          ︷︷          ︸
Q

.

By settingU = R + G, with G to be defined later on andR a random matrix, we
will have thatA2 is almost uniformly random by the leftover hash lemma. More
precisely, we setR = [R′; O] ∈ Zm1×m2 and R′ is chosen from{−1,0,+1}d×m2.
According to the structure ofS, we have that

D = (G + R)B andV = −H + (G + R)P.

The matrixG will be designed toGP = H2 − Id. So, we letV = RP− Im1. Note
that D = GB + RB and hence we letW = GB.
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Preliminaries of the constructions: We first show thatF is a basis of
Λ⊥q ([ A1|A2]).

Lemma 10.3.1. If H is a basis ofΛ⊥q (A1) thenF is a basis ofΛ⊥q ([ A1|A2]).

Proof. Let A = [ A1|A2]. Consider anye1◦e2 ∈ Λ⊥q (A). We have thatA ·(e1◦e2) =

A1e1 + A2e2 ≡ 0 (mod q). SinceA2 = −A1U in the construction, we also have
that

A1(e1 − Ue2) ≡ 0 (mod q).

Thus,e1 − Ue2 ∈ Λ⊥q (A1). This indicates there is somew ∈ Zm1 such thatHw =

e1 − Ue2, sinceH is a basis ofΛ⊥q (A).
We note thatF ⊆ Λ⊥q (A) sinceAF ≡ O (mod q) by the construction. Since

qIm1 ⊆ Λ⊥q (A1), the basisH of Λ⊥q (A1) is full-rank. Thus,F = [H |U; O|Im2] is
also full-rank.

Hence, we can writee1 ◦ e2 = F(c1 ◦ c2) for somec1 ∈ Qm1 andc2 ∈ Qm2. It
suffices to show they are integer vectors. This meanse1 = Hc1 + Uc2 ande2 = c2.
Thus, we have thate1 = Hc1 + Uc2 andHc1 = e1 − Ue2 ∈ Zm1. Hence,c1 = w
and we have confirmed thatc1 and c2 are integer vectors, which completes the
proof. �

Notice that the determinant ofH is at mostqn and each diagonal ofH is at
mostq (the equality holds when the columns ofA1 generatesZn

q).
Hereafter, we setW = GB. We often use the matrixTκ = {ti, j} ∈ Zκ×κ, where

ti,i = 1, ti,i+1 = −r, and all otherti, j ’s are 0. Illustratively,

Tκ =



1 2 3 ··· κ

1 1 −r
2 1 −r

3 1
. . .

...
. . . −r

κ 1



, T−1
κ =



1 2 3 ··· κ

1 1 r r 2 . . . rκ−1

2 1 r . . . rκ−2

3 1
. . .

...
...

. . . r
κ 1



.

It is easy to verifyT−1
κ is the inverse ofTκ by a multiplication.

There are three versions of the Alwen–Peikert construction. See the following
sections (Section 10.3.2, Section 10.3.3, andSection 10.3.4).

10.3.2 The First Construction

Theorem 10.3.2(Alwen and Peikert [AP09]). Letδ > 0 andr ≥ 2 be any constant.
Let m1 = m1(n), m2 = m2(n), m = m1 + m2, andq = q(n). There is a probabilistic
polynomial-time algorithmExtLattice1 that, on input1n and uniformly random
matrix A1 ∈ Zn×m1

q , outputs a pair(A = [ A1|A2],S) ∈ Zm×n
q × Zm×m. If m1 ≥ d =

(1 + δ)n logq andm2 ≥ 2n logq,

• A is (m2 · q−δn/2)-uniform overZn×m
q ,
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• S is a basis ofΛ⊥(A), and
• for anyω(

√
logn) functions,‖S‖ ≤ (m1+n logr q)·ω(

√
logn) with overwhelm-

ing probability.

Description: We start with a construction ofB; Let H ′ = H − Im1. Let ci and
c′i denotei-th diagonals ofH and H ′, respectively. Notice thatci ∈ [1,q]. Let
l i = dlogr cie ≤ 1 + logr ci . Define the partial sumss0 = 0, sj = sj−1 + l j for
j ∈ [m1]. Define the total sums = sm1.

Note that ifci = 1 thenl i = 0 and there are at mostn logq values ofi for which
ci > 1. In addition, we have that

∏
i∈[m1] ci ≤ qn, since det(H) ≤ qn. Therefore, we

have thats≤ n logq +
∑

i logr ci ≤ 2n logq ≤ m2.
Here, we set

B = diag(Tl1, . . . ,Tlm1
, Im2−s).

We note that
B−1 = diag(T−1

l1
, . . . ,T−1

lm1
, Im2−s).

We next splitW andG into m1 + 1 matrices whereW = [W(1)| . . . |W(m1)|O],
G = [G(1)| . . . |G(m1)|O], and W(k),G(k) ∈ Zm1×lk for any k ∈ [m1]. Let W(k) =

{w(k)
i, j }i∈[m1], j∈[lk] andG(k) = {g(k)

i, j }i∈[m1], j∈[lk] . We set

w(k)
i, j =


1 (i = k and j = 1),

0 (otherwise)
.

By this construction, we have that

g(k)
i, j =


r j (i = k),

0 (otherwise)

sinceG = WB−1. Let gl = [1, r, . . . , r l−1] ∈ Z1×l . Illustratively, we have that

G =



1 2 ··· m1 ...

1 gl1
2 gl2
...

. . .

m1 glm1



Using this construction, makingGP = H ′ = H − Im1 is straightforward; Let
P = [P(1); . . . ; P(m1); O], where P(k) = [ p(k)

1 | . . . |p(k)
m1] and p(k)

j ∈ Zlk. Let H ′ =

{h′i, j}i, j∈[m1] .
For anyi, j ∈ [m1], we have that

h′i, j = g · p( j)
i

by the construction ofG. Hence, we setp( j)
i to be ar-base decomposition ofh′i, j

and have that each coefficient in p( j)
i is in [0, r − 1].
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Length of S: The norm ofS is max{‖S1‖ , ‖S2‖}, whereS1 = [V; P] and S2 =

[ D; B].
We start to estimate the norm ofS2. Recall thatU = G + R and D = UB =

GB + RB. We have that‖GB‖2 ≤ ‖W‖2 ≤ 1. We also have‖R‖ ≤ √d and thus
‖RB‖ ≤ (r + 1)

√
d. Hence,‖D‖ ≤ ‖GB‖ + ‖RB‖ ≤ 1 + (r + 1)

√
d ≤ (r + 2)

√
d.

‖S2‖2 ≤ ‖D‖2 + ‖B‖2 ≤ (r + 2)2d + (r2 + 1) ≤ (r + 2)2(d + 1).

Next, we estimate the norm ofS1. Simply, we have that‖P‖ ≤ √s · (r − 1).
Recall thatV = RP− Im1. Hence, we have that

‖V‖ ≤
√

d · (r − 1)s+ 1.

This indicates

‖S1‖2 ≤ ‖V‖2 + ‖P‖2 ≤ (
√

d(r − 1)s+ 1)2 + (r − 1)2s≤ 2dr2s2

for sufficiently larged ands.
Combining the above arguments, we have the upper bound

√
2d · rs.

To obtain better upper bound, we use Hoeffding’s inequality: SinceR′ is cho-
sen from{−1, 0,+1}d×m2 uniformly at random, for anyS, which is any entry of
RP, we have that|S| ≥ t

√
s with probability at most 2 exp(−2t2/r2). Setting

t = ω(r
√

logn) and taking a union bound over all entries ofPR, we have that
‖PR‖ ≤ t

√
sdwith overwhelming probability. This shows that

‖S1‖2 ≤ ‖V‖2 + ‖P‖2 ≤ (
√

sd · t + 1)2 + r2s = O(sdt2)

and thus we have the upper bound
√

sd·ω(
√

logn) with overwhelming probability.

10.3.3 The Second Construction

Theorem 10.3.3(Alwen and Peikert [AP09]). Letδ > 0 andr ≥ 2 be any constant.
Letm1 = m1(n), m2 = m2(n), m = m1+m2, andq = q(n). Letl denote

⌈
logr (q− 1)

⌉
.

There is a probabilistic polynomial-time algorithmExtLattice2 that, on input1n

and uniformly random matrixA1 ∈ Zn×m1
q , outputs a pair(A = [ A1|A2],S) ∈

Zm×n
q × Zm×m. If m1 ≥ d = (1 + δ)n logq andm2 ≥ m1 · l,
• A is (m2 · q−δn/2)-uniform overZn×m

q ,
• S is a basis ofΛ⊥(A), and
• ‖S‖ ≤ 2r

√
m1 + 1.

Description: The basic idea is we makeG contain the columns ofH ′ =

[h′1, . . . , h
′
m1

] = H − Im1. This drastically reduces the norm ofP. We again start
with a construction ofB;

B = diag(Tl , . . . ,Tl , Im2−m1·l).
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We note that
B = diag(T−1

l , . . . ,T−1
l , Im2−m1·l).

We next splitW andG into m1 + 1 matrices whereW = [W(1)| . . . |W(m1)|O],
G = [G(1)| . . . |G(m1)|O], and W(k),G(k) ∈ Zm1×l for any k ∈ [m1]. Let W(k) =

[w(k)
1 , . . . ,w(k)

l ] andG(k) = [ g(k)
1 , . . . , g(k)

l ]. Notice thatG(k) = W(k) ·T−1
l . Let w(k)

j be

a reverse-orderr-base decomposition ofh′k, that is,h′k =
∑

j∈[l] r l− jw(k)
j . Then,

g(k)
l =

∑

j∈[l]
r l− jw(k)

j = h′k.

Using this construction, makingGP = H ′ = H − Im1 is again straightforward; The
j-th column ofP picks uph′j in G. More precisely, letP = [ p1, . . . , pm1] and let
pj = i li for i ∈ [m1].

Length of S: The norm ofS is max{‖S1‖ , ‖S2‖}, whereS1 = [V; P] and S2 =

[ D; B].
We start to estimate the norm ofS2. Recall thatU = G + R and D = UB =

GB + RB. We have that‖GB‖ = ‖W‖ ≤ √m1(r − 1). We also have‖R‖ ≤ √d and
thus‖RB‖ ≤ (r + 1)

√
d. Hence,‖D‖ ≤ ‖GB‖+ ‖RB‖ ≤ √m1(r − 1)+ (r + 1)

√
d ≤

2r
√

m1.
‖S2‖2 ≤ ‖D‖2 + ‖B‖2 ≤ 4r2m1 + r2 + 1 ≤ (2r)2(m1 + 1)

for sufficiently largem1.
Next, we estimate the norm ofS1. Simply, we have that‖P‖ = 1. Then, we

also have‖RP‖ ≤ √d. Hence, by the triangle inequality, we have that

‖V‖ ≤
√

d + 1

This indicates

‖S1‖2 ≤ ‖V‖2 + ‖P‖2 ≤ d + 2
√

d + 1 + 1 ≤ (
√

d + 2)2.

Combining the above arguments, we have the upper bound 2r
√

m1 + 1.

10.3.4 The Third Construction

Theorem 10.3.4([AP09]). Letδ > 0 andr ≥ 2 be any constants. Letm1 = m1(n),
m2 = m2(n), m = m1 + m2, andq = q(n) with q odd prime. There is a probabilistic
polynomial-time algorithmExtLattice3 that, on input1n and uniformly random
matrix A1 ∈ Zn×m1

q , outputs a pair(A = [ A1|A2],S) ∈ Zn×m2
q × Zm×m. If m1 ≥ d =

(1 + δ)n logq andm2 ≥ (4 + 2δ)n logq, there is a constantC > 0 such that

• A is (m2 · q−δn/2)-uniform overZm
q ,

• S is a basis ofΛ⊥q (A),

• ‖S‖ ≤ Cnlogq with overwhelming probability, and

• ‖S̃‖ ≤ 1 + C
√

d = O(
√

n logq) with overwhelming probability.
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Description: Roughly speaking, the construction is similar to the construction 1.
The basic idea is implanting another matrixM into G to shorten the norm of̃S,
where rows ofM is orthogonal.

We recall the definition ofB in the construction 1;

B = diag(Tl1, . . . ,Tlm1
, Im2−s),

wherel i =
⌈
logr ci

⌉
ands =

∑
i∈[m1] l i .

We next splitW andG into m1 + 2 matrices;

W = [W(1)| . . . |W(m1)|M |O] andG = [G(1)| . . . |G(m1)|M |O],

whereW(k),G(k) ∈ Zm1×l for anyk ∈ [m1]. We defineM later. As in the construc-
tion 1, letw(k)

i, j = 1 wheni = k and j = 1, and 0 otherwise. Then, we have that

g(k)
i, j = r j wheni = k, and 0 otherwise.

We next defineM ∈ Zm1×w. Let w be the largest power of 2 in the range
[d,m2 − 2n logr q]. By the hypothesis, we havem2 − 2n logr q ≥ 2d. Thus, there is
a power ofw in the range. Notice thatw ≥ m2/2− n logr q ≥ m2/4. The matrixM
is zero in all but its firstd rows. The firstd rows of M are set to be theC′ multiple
of d distinct rows of a square Hadamard matrix of dimensionw. Note that, by the
Sylvester construction, we always have aw by w Hadamard matrixH⊗ logw

2 , where
H2 = [1,1;−1,1].

The matrixP is defined as the same way to the one in the construction 1.

Length of S: The estimation of‖S‖ is obtained by the almost same way to the
one of the construction 1.

We omit the estimation of the length ofS̃, since this needs a somewhat compli-
cated analysis on the singular values of random matrices. For the details, see the
original paper [AP09].

10.4 The Sampling Algorithm

Theorem 10.4.1([GPV08]). There is a probabilistic polynomial-time algorithm
SampleD that, given a basisT of an n-dimensional latticeΛ, a parameters ≥
‖T̃‖ · ω(

√
logm), and a centerc ∈ Rn, outputs a sample from distribution that is

statistically close toDΛ,s,c.

We note that the algorithmSampleD is indeed the same as Klein’s one, as
Lyubashevsky pointed out.

The core of the algorithm used the acceptance–rejection method [vN51,
Dev86]. Hence, we first review it.
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10.4.1 The Acceptance–Rejection Method

We recall the acceptance–rejection method, the one of the basic methodologies
for sampling from non-uniform distributions. This technique is formalized by von
Neumann [vN51].

Suppose that we want to sample values according to a distributionf over S.
Assume that we can sample values according to another distributiong overS. If,
for any x ∈ S, we havef (x) < cg(x) for somec > 1, we can use the acceptance–
rejection method in order to sample fromf . The algorithm is as follows:

1. Samplex← g andu← (0,1).

2. If u < f (x)/cg(x), outputx. Otherwise output⊥.

In order to simplify the notation, we defineh(x) = f (x)/(cg(x)) in this subsection.
Let Dh denote the distribution of the output of the above algorithm usingh(x).
Dh(x) denotes the probability density function of the distributionDh.

For a random variableu← (0,1) andx ∈ S,

Pr

[
u ≤ f (x)

cg(x)

]
= Pr

[
u ≤ f (X)

cg(X)
| X = x

]
=

f (x)
cg(x)

= h(x).

Thus,

Dh(x) =


f (x)

cg(x) · g(x) =
f (x)
c (x ∈ S)

1− 1/c (x = ⊥)
.

Therefore, the distributionf coincides with the distribution of the output condi-
tioned on that the output is not⊥.

The correctness of the algorithm when repeatedr-times is summarized as fol-
lows:

Lemma 10.4.2.Consider the following algorithm:

1. Initialize i ← 0.

2. Samplex← g andu← (0,1).

3. If u < f (x)/(cg(x)), outputx. If i ≥ r output⊥. Otherwise go to Step 2.

Let D denote the output distribution of the above algorithm. Then,

∆(D, f ) =

(
1− 1

c

)r

.

Proof. Since f coincides with the conditional distribution given that the output is
not⊥, we have that

D(x) =


(1− (1− 1/c)r ) f (x) (x ∈ S)

(1− 1/c)r (x = ⊥)
.
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To ease of notation, letδ denote (1− 1/c)r . We obtain that

∆(D, f ) =
1
2

∫

x∈S∪{⊥}
|D(x) − f (x)|dx

=
1
2

(
D(⊥) +

∫

x∈S
|D(x) − f (x)|dx

)

=
1
2

(
δ +

∫

x∈S
(1− δ) f (x)dx

)

=
1
2
· 2δ = δ,

which completes the proof. �

10.4.2 Sampling over a One-Dimensional Lattice

The starting point is a sampling algorithm over a one-dimensional lattice.

Algorithm 1 SampleZ
Require: 1n, s> 0, c ∈ R
Ensure: x← DZ,s,c

1: x← Z ∩ [c− st, c + st]
2: u← [0, 1]
3: if ρs(x− c) ≤ u then
4: return x
5: else
6: goto Step 1
7: end if

The following lemma ensures that the sample fromDZ,s,c falls in the range
[c− st, c + st] with overwhelming probability ift is sufficiently large.

Lemma 10.4.3([GPV08]). For anyε > 0, anys≥ ηε(Z), and anyt > 0,

Pr
x←DZ,s,c

[|x− c| ≥ ts] ≤ 2 · 1 + ε

1− ε · exp(−πt2).

In particular, for ε ∈ (0,1/2) andt ≥ ω(
√

logn), the probability that|x− c| ≥ ts is
negligible inn.

The correctness of the algorithmSampleZ is summarized as follows, which is
obtained as the corollary of the above lemmas:

Lemma 10.4.4([GPV08]). For any0 < ε < exp(−π), any s ≥ ηε(Z), andc ∈ R,
and t(n) = ω(

√
logn), SampleZ terminates withint(n) · ω(logn) iterations with

overwhelming probability, and its output distribution is statistically close toDZ,s,c.
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10.4.3 Sampling over Arbitrary Lattice

The algorithmSampleD take a sample fromDΛ,s,c. Its procedure is recursive one
and can be interpreted as randomized nearest plane algorithm. Indeed, if we change
the line 4 inSampleD, the algorithm is the nearest plane algorithm [Bab86].

Algorithm 2 SampleD
Require: a basisT of an n-dimensional latticeΛ, a parameters > 0, and a

centerc ∈ Rn

Ensure: x← DΛ,s,c

1: vn← 0 andcn← c.
2: for i = n to 1do
3: c′i ← 〈ci , t̃ i〉/‖ t̃ i‖2 ∈ R ands′i ← s/‖ t̃ i‖ > 0
4: zi ← DZ,s′i ,c

′
i
(this is done byzi ← SampleZ(1n, s′i , c

′
i ).)

5: ci−1← ci − zi t i andvi−1← vi + zi t i

6: end for
7: return v0

From the constructionvi−1 ← vi + zi t i , the output vectorv = v0 is a lattice
vector.

For the consistency, we include the proof by Gentry et al.. They prepared two
lemmas.

Lemma 10.4.5(Lemma 4.4, [GPV08]). For any(T, s, c) and any outputv = v0 =∑
i∈[n] zi t i ∈ Λ of SampleD,

v− c =
∑

i∈[n]

(zi − c′i ) t̃ i .

Proof. For i ∈ [n], let us define projectionsπ j : Rn → span(t1, . . . , t i). We will
show that for allj = 0, . . . ,n,

(v0 − v j) − π j(c j) =
∑

i∈[ j]

(zi − c′i ) t̃ i .

It holds in the case wherej = 0 trivially. Hence, suppose that it holds forj = k− 1
for somek ∈ [n]. By the construction, we havevk = vk−1−zk tk andck = ck−1+zk tk.
In addition, we have that‖ t̃ i‖2c′i = 〈ck, t̃k〉. Therefore, we have that

v0 − vk − πk(ck) = v0 − (vk−1 − zk tk) − (πk−1(ck) + c′k t̃k)

= (v0 − vk−1) + zk tk − (πk−1(ck−1) + πk−1(zk tk) + c′k t̃k)

= (v0 − vk−1 − πk−1(ck−1)) + zk(tk − πk−1(tk)) − c′k t̃k

= (v0 − vk−1 − πk−1(ck−1)) + (zk − c′k) t̃k

=
∑

i∈[k]

(zi − c′i ) t̃ i .

By the induction, we have this equation inj = k and complete the proof. �
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Lemma 10.4.6(Lemma 4.5, [GPV08]). For any input (T, s, c) and any output
v = v0 =

∑
i∈[n] ẑi t i ∈ Λ of SampleD, the probability thatSampleD outputsv is

exactly

ρs,c(v) ·
∏

i∈[n]

1
ρs′i ,c

′
i
(Z)

.

Proof. The vectorv is output if every random choicezi = ẑi for i = n, . . . ,1. LetE
denote this event. For eachi, the probability thatzi = ẑi , conditioned onzj = ẑj for
all j = n, . . . , i + 1 is DZ,s′i ,c

′
i
(ẑi). Hence, the probability ofE is

∏

i∈[n]

DZ,s′i ,c
′
i
(ẑi) =

∏
i∈[n] ρs′i ,c

′
i
(ẑi)∏

i∈[n] ρs′i ,c
′
i
(Z)

.

The numerator is

∏

i∈[n]

ρs′i ,c
′
i
(ẑi) =

∏

i∈[n]

ρs((ẑi − c′i ) · ‖ t̃ i‖) = ρs


∑

i∈[n]

(ẑi − c′i ) t̃ i

 = ρs(v− c) = ρs,c(v),

where we uses′i = s/‖ t̃ i‖ and the orthogonality of̃T. This completes the proof.�

Finally, they proved the following theorem.

Theorem 10.4.7(Theorem 4.1, [GPV08]). Given a basisT of an n-dimensional
lattice Λ, a parameters ≥ ‖T̃‖ · ω(

√
logn), and a centerc ∈ Rn, the algorithm

SampleD outputs a sample from a distribution that is statistically close toDΛ,s,c.

Proof. Let s ≥ ‖T̃‖ · g(n) for someg(n) = ω(
√

logn). Then, we have thats′i =

s/‖ t̃ i‖ ≥ g(n). By Lemma 2.1.7, we have thatηε(Z) ≤ b̃l(Z)·√log(2n(1 + 1/ε))/π ≤√
log(2n(1 + 1/ε))/π. Thus, by settingε(n) = 2−O(g2(n)) = negl(n) appropriately,

we haveg(n) ≥ ηε(Z) and eachs′i ≥ ηε(Z). Hence, theSampleZ implements the
oracleDZ,s′i ,c

′
i
within negligible statistical distance.

We show thatSampleD usingDZ,s′,c′ samples to withing negligible statistical
distance ofDΛ,s,c. Let Q = ρs,c(Λ). Then, the probability function ofv underDΛ,s,c

is ρs,c(v)/Q. Meanwhile,Lemma 2.1.10implies that

ρs′i ,c
′
i
(Z) ∈ [ 1−ε

1+ε , 1] · ρs′i (Z)

for any valuec′i . By the above lemma, for everyv ∈ Λ, the probability that
SampleD outputsv is in the range

R−1 · [1, (1+ε
1−ε )

n] · ρs,c ⊆ R−1 · [1,1 + ε′] · ρs,c(v),

whereR =
∏

i∈[n] ρs′i (Z) andε′(n) is some negligible function ofn. This shows that
R ∈ [1, 1 + ε′]Q and the distance is at mostε′/2. �
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10.5 Lattice-Based Collision-Resistant Preimage Sam-
pleable Function

We now return to the lattice-based collision-resistant PSFs. Gentry et al. showed
the scheme combining Ajtai’s trapdoor generation, Ajtai’s hash functions, and
the sampling algorithm in the previous section (Section 10.4) is indeed collision-
resistant PSFs (statistically).

Scheme 10.5.1(LPSF [GPV08]).

TrapGen(1n): The same asExtLattice3(1n) in Section 10.3. It outputs (A,T),
where A ∈ Zn×m

q is statistically close to uniform andT ⊂ Λ⊥q (A) is a good

basis with‖T̃‖ ≤ L = O(
√

n lg q). The matrixA defines the functionhA(·).
This function is defined ashA(e) = Ae modq with domainDn = {e ∈ Zm :
‖e‖ ≤ s

√
m} and rangeRn = Zn

q.

SampleDom(1n): The input distribution isDZm,s. Hence, this algorithm invokes
SampleD with inputsIm, s, and0 and outputs the sample.

SamplePre(A,T, s, u): The algorithm samples fromh−1
A (u) as follows: It gen-

eratest ∈ Zm such thatAt = u modq by standard algebra, samplesv ←
DΛ⊥q (A),s,−t by SampleD(T, s,−t), and outputse = t + v.

We start with several lemmas.

Lemma 10.5.2(Regev, [Reg09]). Let m ≥ 2n logq. Then for all but an at most
q−n fraction of A ∈ Zn×m

q , the subset-sums of the columns ofA generateZn
q. That

is, for everyu ∈ Zn
q, there is an error vectore ∈ {0,1}m such thatAe = u modq.

Lemma 10.5.3(Lemma 5.2, [GPV08]). Assume the columns ofA ∈ Zn×m
q generate

Zq and letε ∈ (0,1/2) ands≥ ηε(Λ⊥q (A)). Then fore← DZm,s, the distribution of
the syndromeu = Ae modq is within statistical distance2ε of uniform overZn

q.
Furthermore, fixu and t ∈ Zm be an arbitrary solution toAt = u modq.

Then the conditional distribution ofe ← DZm,s given Ae = u modq is exactly
t + DΛ⊥q (A),s,−t .

Lemma 10.5.4([GPV08]). Let n andq be positive integers withq prime, and let
m ≥ 2n logq. Then for all but an at mostq−n fraction of A ∈ Zn×m

q , we have
λ∞1 (Λq(A)) ≥ q/4.

In particular, for suchA and for anyω(
√

logm) function, there is a negligible
functionε(m) such thatηε(Λ⊥q (A)) ≤ ω(

√
logm).

Corollary 10.5.5 ([GPV08]). Let n and q be positive integers withq prime, and
let m ≥ 2n logq. Then for all but an at most2q−n fraction of A ∈ Zn×m

q and for

anys≥ ω(
√

logm), the distribution of the syndromeu = Ae modq is statistically
close to uniform overZn

q, wheree← DZm,s.

By using these lemmas, we can proof the security ofLPSF.
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Theorem 10.5.6([GPV08]). The above schemeLPSF is collision resistant if
SISq,m,2s

√
m is hard andm≥ (5 + 3δ) logq for some constantδ > 0.

Proof. We note thats ≥ L · ω(
√

logm) ≥ ηε(Λ⊥q (A)) for some negligibleε(n) by
Lemma 2.1.7sinceL ≥ ‖T̃‖ ≥ b̃l(Λ⊥q (A)).

Next, a samplee← DZm,s falls into Dn except with negligible probability by
Lemma 2.1.9. Furthermore, for all but aq−n fraction of A, hA(e) is statistically
close to uniform overRn = Zn

q by Corollary 10.5.5.

The preimage sampleable property follows froms ≥ ‖T̃‖ · ω(
√

logm),
Lemma 10.5.3, and the correctness ofSampleD (Theorem 10.4.7); The samples
from a distribution is statistically close toDΛ⊥q (A),s,−t and the conditional distribu-
tion of e← DZm,s given Ae≡ u (mod q) is exactlyt + DΛ⊥q (A),s,−t .

The collision resistance property immediately follows from the hardness of
SISq,m,2s

√
m.

The preimage min-entropy is at leastm−1. This follows the fact that the preim-
ages are distributed according tot + DΛ⊥q (A),s,−t and the min-entropy ofDΛ⊥q (A),s,−t
is at leastm− 1 (seeLemma 2.1.14). �

10.6 Ideal-Lattice Version of the Alwen-Peikert Con-
struction

In order to obtain the ideal-lattice-based collision-resistant PSFs, we need to
an ideal-lattice version of the Ajtai algorithm, which is proposed by Sthelé et
al. [SSTX09]. The core idea is dividing each matrices inton by n submatrices
and letting them to be rotation matrices corresponding to polynomials inRf ,q.

Quick remainders on polynomials and rings: For a monic polynomialf of
degreen which is irreducible overZ, we defineRf = Z[x]/〈f 〉. For an integerq and
suchf , Rf ,q denotesZq[x]/〈f 〉.

The number of units inRf ,q plays an important role for regularity (seeSec-
tion 4.4.2). Hence, we quickly analyze the number. For any integerq and any
monic polynomialf , we have|R∗f ,q|/|Rf ,q| ≥ ∏

i∈[t](1 − (φ(q)/q)deg(f i )), whereφ(·)
is Euler’s phi function andf =

∏
i∈[t] f i is the factorization off over Zq. If f

is invertible overZq, we have≥ 1 − (φ(q)/q)n. If q is an odd prime andf is
completely split overZq, we have≥ (1 − 1/q)n. If q is an odd prime, we have
|R∗f ,q|/|Rf ,q| ≥∏

i∈[t](1− q− deg(f i )).

10.6.1 The Stehĺe–Steinfeld–Tanaka–Xagawa Construction

Stehĺe, Steinfeld, Tanaka, and Xagawa [SSTX09] proposed the ideal-lattice version
of the Alwen–Peikert construction.

Let M⊥(ǎ) denote the module{ě ∈ Rm
f | ǎě ≡ 0 (modq)}. We will construct

the basisT of the module. Let us consider the following construction: We first

125



10.6. IDEAL-LATTICE VERSION OF THE ALWEN-PEIKERT
CONSTRUCTION

compute a basisF of M⊥(ǎ). This basisF is not short. Hence, we then construct
a unimodular matrixQ such that a basisS = FQ is short. Precisely,S has the
following form as in the Alwen–Peikert construction:

[
ā1 ā2

] [ V D
P B

]
= O and

[
V D
P B

]

︸      ︷︷      ︸
S

=

[
H U
O Im2

]

︸        ︷︷        ︸
F

[ −Im1 O
P B

]

︸          ︷︷          ︸
Q

By construction, we have that

ā1H + ā2O ≡ 0̄ (mod q) andā1U + ā2Im2 ≡ 0̄ (mod q).

Thus,
ā1H ≡ 0̄ (mod q) andā2 ≡ −ā1U (mod q).

In the Alwen–Peikert construction they setH to be the Hermite normal form of
Λ⊥q (A1), however we cannot define the Hermite normal form of a basisM⊥(ǎ1)
in the case wheref is reducible overZq. This is overcome later and we suppose
some matrixH, a basis ofM⊥(ǎ1) . By settingU = G + R, with G to be defined
later on andR a random matrix, we have that̄a2 is almost uniformly random by
Micciancio’s regularity lemma instead of direct applying the leftover hash lemma.
More precisely, the columns ofR is chosen from ({−1, 0,1}n)d × ({0}n)m1−d.

According to the structure ofS, we have that

D = (G + R)B andV = −H + (G + R)P.

The matrixG will be designed toGP = H2 − Id. So, we letV = RP− Im1. Note
that D = GB + RB. We letW = GB.

Formally, we will show the following theorem.

Theorem 10.6.1(Main Lemma, rearranged, [SSTX09]). There are probabilistic
polynomial-time algorithms with the following properties. They takes an odd prime
q and integersn, σ, d, m1, and m2. They also takes a monic and irreducible
polynomialf ∈ Z[x] of degreen and random polynomials̄a1 ∈ Rm1

f ,q, whereRf ,q =

Zq[x]/〈f 〉. Let f =
∏

i∈[t] f i be the factorization off overZq. We letκ =
⌈
1 + logq

⌉
,

∆ =
√
−1 +

∏
i∈[t](1 + ( q

3d )deg(f i )), andm = m1 + m2. The algorithms succeed with

probability psucc≥ 1−pfail over ā1, wherepfail =
(
1−∏

i∈[t](1− q−deg(f i ))
)σ

. When
they do,

1. The distance to uniformity of̄a is at mostpfail + m2∆.

2. The quality ofS is as follows:
• If m1 ≥ max{σ, κ,d} andm2 ≥ κ, then‖Rotf (S)‖ ≤ EF(f ,2) · √2κd1/2n3/2.

Additionally, ‖Rotf (S)‖ ≤ EF(f ,2) · √3aκd · n with probability 1 −
2−a+O(lognm1d) for a super-logarithmic functiona = a(n) = ω(logn).
• If m1 ≥ max{σ, κ,d} andm2 ≥ κ ·m1, then‖Rotf (S)‖ ≤ EF(f ,2) · (4√nd+

3).
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3. In particular, for f = x2k
+ 1 with k ≥ 2 and a primeq with q ≡ 3 (mod 8), the

following holds:
• We can setσ = 1 and r =

⌈
1 + log3 q

⌉
. Then, the error probability is

pfail = q−Ω(n) and the parameter∆ is 2−Ω(n).
• If m1,m2 ≥ κ, then‖Rotf (S)‖ ≤ √6aκd · n = O(

√
anlogq) with proba-

bility 1 − 2−a+O(log(nm1 logq)) for a super-logarithmic functiona = a(n) =

ω(logn).
• If m1 ≥ κ andm2 ≥ κ ·m1, then‖Rotf (S)‖ ≤ √2(4

√
nd+3) = O(

√
n logq).

For the sake of notation, we name the algorithmsExtIdLattice1 for the case
wherem2 ≥ κ andExtIdLattice2 for the case wherem2 ≥ m1κ.

We follow the Alwen–Peikert construction in whichr is fixed to 2. Letm1 ≥
κ =

⌈
1 + logq

⌉
andm = m1 + m2. Given random polynomialša1 = (a1, . . . ,am1),

we should construct random polynomialsǎ2 with a basisS of M⊥(ǎ), whereǎ =

[ ǎ1|ǎ2]. We need an Hermite normal form ofM⊥(ǎ1). However, iff is not invertible
in Zq, we cannot define the Hermite normal form overRf ,q. This circumvent is
overcome with a simple idea: Use of an HNF-like matrix.

Construction of H without Hermite Normal Forms: At first, we note that the
one ofai is in R∗f ,q with probability at least 1− pfail , sincem1 ≥ σ. Let i∗ denote
such index. For now, we seti∗ = 1 for simplicity. Although we have no definition
for the HNF, we can construct the following HNF-like basisH = {hi, j}i, j∈[m1] of
M⊥(ǎ1): The first column isqı̌1 and thei-th column ishi ı̌1 + ı̌i for i = 2, . . . ,m1,
whereı̌i is a column vector inRm1

f such that thei-th element is 1 and others are 0,
andhi = −ai ⊗ a−1

1 modq such thathi ∈ [0,q)n. Illustratively, we have

H =



q h2 . . . hm1−1 hm1

1
. . .

1
1


.

By the construction, we have the following lemma.

Lemma 10.6.2.The matrixH is a basis ofM⊥(ǎ1) ⊆ Rm1
f .

Proof. Let ȟi denote thei-th column of H. By the definition ofH, ǎ1H ≡ 0̌
(mod q). Hence,H ⊆ M⊥(ǎ1). It is obvious thaťh1, . . . , ȟm1 are linearly indepen-
dent overRf .

In order to verify thatH is a basis of the module, we need to show that, for
each y̌ ∈ M⊥(ǎ1), there exists a vectořc ∈ Rm1

f such thaty̌ = Hč. Since the
columns ofH are linearly independent, there existsč ∈ (Q[x]/〈f 〉)m1 such that
y̌ = Hč. Hence, it is remaining to show̌c ∈ Rm1

f . The equatioňy = Hč implies
thaty1 = qc1 +

∑m1
i=2 hi ⊗ ci andyi = ci for i = 2, . . . ,m1. Sinceyi ∈ Rf for i ∈ [m1],

we have thatci ∈ Rf for i = 2, . . . ,m1 andqc1 = y1 − ∑m1
i=2 hi ⊗ yi ∈ Rf . By the
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assumption oňy = (y1, . . . , ym1), we have that
∑

i∈[m1] ai ⊗ yi ≡ 0 (modq). In
addition recall that the definition ofhi ≡ −ai ⊗ a−1

1 (mod q). Hence, we have that

qc1 ≡ y1 −
m1∑

i=2

hi ⊗ yi ≡ y1 + a−1
1 ⊗


m1∑

i=2

ai ⊗ yi



≡ a−1
1 ⊗

a1 ⊗ y1 +

m1∑

i=2

ai ⊗ yi

 ≡ a−1
1 ⊗ 0 ≡ 0 (modq).

Thus,c1 ∈ Rf and we conclude thatH is a basis ofM⊥(ǎ1). �

Next, we consider the case wherei∗ , 1. In this case, we swap the columns
1 andi∗ of A1 and call it ǎ′1. Applying the method above, we obtainH ′, a basis
of M⊥(ǎ′1). Again, swap the columns and the rows ofH ′ we obtainH, a basis
of M⊥(ǎ1). In the following, we denote byi∗ the indexi such thatai ∈ R∗f ,q and
hi,i = q.

Preliminaries of the constructions: Hereafter, we setW = GB. We often use
the matrixTκ = {t i, j} ∈ Rκ×κf , wheret i,i = 1, t i,i+1 = −2, and all otherti, j ’s are 0.
Illustratively,

Tκ =



0 1 2 ··· κ−1

0 1 −2
1 1 −2

2 1
. . .

...
. . . −2

κ−1 1



, T−1
κ =



0 1 2 ··· κ−1

0 1 2 22 . . . 2κ−1

1 1 2 . . . 2κ−2

2 1
. . .

...
...

. . . 2
κ−1 1



.

We can verifyT−1
κ is the inverse ofTκ by a multiplication of them as in the Alwen–

Peikert construction.

10.6.2 An Analog of the Alwen–Peikert Construction 1

We start with a construction ofB; we set

B =

[
Tκ O
O Im2−κ

]
, B−1 =

[
T−1
κ O
O Im2−κ

]
,

We next setW = [ ı̌i∗ 0̌ . . . 0̌] ∈ Rm1×m2
f . By the construction ofW, we have

that G = [ ı̌i∗ 2ı̌i∗ . . . 2κ−1ı̌i∗ 0̌ . . . 0̌] ∈ Rm1×m2
f , sinceG = WB−1. Notice that the

columns ofH − Im1 except thei∗-th row are all zero vectors, while thei∗-th row is
[h1, . . . ,hi∗−1,hi∗ −1,hi∗+1, . . . ,hm1], wherehi∗ −1 = q−1. Using this construction
and the above fact, makingGP = H − Im1 is straightforward; LetP = {pi, j} ∈
Rm2×m1

f . We letpi, j ∈ {0, 1}n for i ∈ [κ] and j ∈ [m1] such thath j =
∑

i∈[κ] 2i−1pi, j .
In addition, for i = κ + 1, . . . ,m2 and for j ∈ [m1], let pi, j = 0. We then have
GP = H − Im1.
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Length of S: The norm of Rotf (S) is max{‖Rotf (S1)‖ , ‖Rotf (S2)‖}, whereS1 =

[V; P] andS2 = [ D; B]. The estimations are the same as that in the Alwen–Peikert
construction, we omit them.

10.6.3 An Analog of the Alwen–Peikert Construction 2

The idea in [AP09] is to haveG contain the columns ofH−Im1. This helps decrease
the norms of the columns ofP andV.

To do so, we again start with construction ofB. Recall the inequalitym2 ≥ κm1.
DefineB be the matrix of the form

B =



Tκ
. . .

Tκ
Im2−κm1


, B−1 =



T−1
κ

. . .

T−1
κ

Im2−κm1


.

Let ȟ′k denote thek-th column ofH − Im1. Recall thatȟ′k = hk ⊗ ı̌i∗ for some
hk in [0,q− 1)n.

Let us considerGk = {g(k)
i, j } andWk = {w(k)

i, j } in Rm1×κ
f for k ∈ [m1]. We have

Gk = Wk · T−1
κ containȟ′k. In order to do so, we letw(k)

i∗, j ∈ {0,1}n for j ∈ [κ] such

thathk =
∑

j∈[κ] 2κ− jw(k)
i∗, j andw(k)

i, j = 0 for i , i∗. Then, the last columns ofGk is

ȟ′k.
Let G = [G1| . . . |Gm1|O] and W = [W1| . . . |Wm1 |O]. The matrix P =

[ p̌1 . . . p̌m1] picks all columnsȟ1, . . . , ȟm1 in G by settingp̌j = ı̌κ j ∈ Rm2
f .

Length of S: The norm of Rotf (S) is max{‖Rotf (S1)‖ , ‖Rotf (S2)‖}, whereS1 =

[V; P] andS2 = [ D; B]. For simplicity, we only consider the case wheref = xn+1.
In the general case, the bound on‖Rotf (S)‖ involves an extra EF(f , 2) factor.

We have that‖Rotf (GB)‖2 = ‖Rotf (W)‖2 ≤ n, since the entries ofW are all 0
except thei∗-th polynomialsw(k)

i∗, j which are in{0,1}n. As in the previous construc-

tion, we have‖Rotf (RB)‖2 ≤ 9nd. Hence, we obtain that

‖Rotf (S2)‖2 ≤ ‖Rotf (D)‖2 + ‖Rotf (B)‖2 ≤ ‖Rotf (GB + RB)‖2 + ‖Rotf (B)‖2

≤ (3
√

nd+
√

n)2 + 5 ≤ (4
√

nd+ 3)2.

It is obvious that‖Rotf (P)‖ ≤ 1. In addition, we have that‖Rotf (PR)‖2 ≤ nr.
Therefore,

‖Rotf (S1)‖2 ≤ ‖Rotf (V)‖2 + ‖Rotf (P)‖2 ≤ ‖Rotf (RP− I )‖2 + ‖Rotf (P)‖2

≤ (
√

nd+ 1)2 + 1 ≤ (2
√

nd+ 2)2,

which completes the proof.
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10.6.4 Discussions

We left the problem to construct an analog of the Alwen–Peikert construction 3,
which employs the rows of the Hadamard matrix to take a balance on the lower
bound ofm2 and the norm of the Gram–Schmidt orthogonalized basis. The dif-
ficulty is finding the analog of the Hadamard matrix inRm1

f or the rows that have
mutually orthogonality.

10.7 Ideal-Lattice-Based Collision-Resistant Preimage
Sampleable Functions

By replacing the trapdoor-generation algorithm, we obtain the ideal-lattice-based
collision-resistant PSFsILPSF.

Scheme 10.7.1(ILPSF [SSTX09]).

TrapGen(1n): It invokes ExtIdLattice1(1n) (or ExtIdLattice2(1n)) and obtains
(ǎ,T). It outputs (̌a,T), whereǎ ∈ Rm

f ,q is statistically close to uniform and

T′ = Rotf (T) ⊂ Λ⊥q (Rotf (ǎ)) is a good basis with‖T̃′‖ ≤ L. The row vectořa
defines the functionhǎ(·). This function is defined ashǎ(e) = Rotf (ǎ) ·e modq
with domainDn = {e ∈ Zmn : ‖e‖∞ ≤ slogm} and rangeRn = Zn

q.

SampleDom(1n): The input distribution is DZmn,s. It invokes
SampleD(Imn, s,0) and outputs the obtained sample.

SamplePre(ǎ,T, s,u): The algorithm samples fromh−1
ǎ (u) as follows: It gen-

eratest ∈ Zmn such that Rotf (ǎ)t = u modq by standard algebra, samples
v← DΛ⊥q (Rotf (ǎ)),s,−t by SampleD(T′, s,−t), and outputse = t + v.

In the following, we fix the polynomialf = xn+1 with n = 2k ≥ 32. In addition,
we fix q to be a prime withq ≡ 3 mod 4. We let denoteΛ⊥q = Λ⊥q (Rotf (ǎ)) and
Λq = Λq(Rotf (ǎ)).

We again start with several lemmas.
Instead ofLemma 10.5.2we use the following lemma.

Lemma 10.7.2. Let m ≥ 3. Then, for all but an at mostq−n fraction of ǎ, the
columns ofRotf (ǎ) generatesZn

q.

Proof. By the condition off andq, the row vectořa containsai ∈ R∗f ,q with proba-

bility at least 1− (2q−n/2)m ≥ 1− q−n. This completes the proof. �

Notice that we can applyLemma 10.5.3in our case. However, we cannot apply
Lemma 10.5.4directly in our case. Instead of the lemma, the following lemma
ensures that for all but negligible fraction ofǎ, we haveλ∞1 (Λq) ≥ q/4 and thus,
for such ǎ and for anyω(

√
logmn) function, there exists a negligible functionε

such thatηε(Λ⊥q ) ≤ ω(
√

logmn).
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Lemma 10.7.3(Lemma 5, [SSTX09]). Letm≥ 8 logq. Then for all but an at most
q−n fraction of ǎ ∈ Rm

f ,q, we haveλ∞1 (Λq(Rotf (ǎ))) ≥ q/4.

For consistency, we include the proof, which is due to Stehlé and Stein-
feld [SS09]. Before the proof, we should note the curious property off = xn + 1.

Reciprocal polynomials: For a polynomiala =
∑

i∈[n] ai xi−1, Rotf (a) is nega-
cyclic matrix: Hence, we have the following relation on transpose operator.

Rotf (a) =



a1 −an . . . −a2

a2 a1 . . . −a3
...

...
. . .

...

an an−1 . . . a1


and Rotf (a)T =



a1 a2 . . . an

−an a1 . . . an−1
...

...
. . .

...

−a2 −a3 . . . a1


.

Let us considera(1/x), that is,
∑

i∈[n] ai x−(i−1). Sincex−(i−1) = −xi in Rf , we have
that

a1 + a2x−1 + · · · + anx−(n−1) = a1 − a2xn−1 − · · · − anx1 = a1 − anx1 − · · · − a2xn−1.

Now, we set rec(a) = a(1/x), a reciprocal polynomial ofa. Using this notion, we
have that

Rotf (a)T = Rotf (rec(a)).

Obviously, the mapping rec is a bijection overRf andRf ,q.

Returning to the proofs:

Proof. By our presupposition, we have thatf = f1 ·f2 overZq wheref i is irreducible
in Zq[x] and can be writtenf i = xn/2 + ti xn/4 − 1 for someti ∈ Zq.

Let s ∈ Rf ,q andv ∈ Zmn
q . We want to bound the probability that (Rotf (ǎ))T ·s =

v whenǎ← Rm
f ,q. Since Rotf (a)T = Rotf (rec(a)) and the mapping rec is a bijection

overRf ,q, we instead bound the probability thatǎ⊗ s = v̌ for v̌ ∈ Rm
f ,q. Let us define

the mapφs that mapsa to a⊗ s. The probability is
∏

j∈[m] Pra j←Rf ,q[φs(a j) = v j ].

The case wheres and f are coprime:Sinceφs is a bijection in this case, we have
that Pra j←Rf ,q[φs(a j) = v j ] is q−n.

The case wheres and f are not coprime:In this case, we haves = f is′ for some
i ∈ {1,2} ands′ ∈ Zq[x] of degree smaller thann/2. If v j is not of the formf iv′j for
somev′j of degree smaller thann/2, then Pra j [φs(a j) = v j ] = 0. Otherwise, since

the kernel ofφs is of cardinalityqn/2, we have Pra j [φs(a j) = v j ] = q−n/2.
Taking the union bound over all non-zero polynomialss ∈ Rf ,q and the vectors

v̌ ∈ Rm
f ,q such that‖v̌‖∞ < q/4, the probability that we haveλ∞1 (Λq(Rotf (ǎ))) < q/4

is upper bounded by
∑

s∈Rf ,q

gcd(s,f )=1

∑

v̌∈Rm
f ,q

‖v̌‖∞<q/4

∏

j∈[m]

Pr
a

[φs(a) = v j ] + 2
∑

s∈Rf ,q

f1|s

∑

v̌∈Rm
f ,q

‖v̌‖∞<q/4

∏

j∈[m]

Pr
a

[φs(a) = v j ].
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The first term is upper bounded byqn(q/2)mq−mn = 2−mq−mn+m+n. Let N be the
number ofv ∈ Rf ,q such that‖v‖∞ < q/4 andv = f1v′ for somev′. Thanks to the
shape off1 = xn/2 − t1xn/4 + 1, the latter conditions imply that‖v′′‖∞ < q/4 where
v′′ ∈ Zq[x] is the vector made of then/4 lower degree coefficients ofv′. Hence, we
have thatN ≤ qn/2/2n/4. Therefore, the second term is at most 2qn/2Nmq−mn/2 =

2qn/22−nm/4.
This argument shows that the probability we have the short vectorv corre-

sponding tǒv in Λq(Rotf (ǎ)) is at most

2−mq−mn+m+n + 2qn/22−nm/4,

which is negligible whenm = 2(1 + δ) logq. In particular, if we setm = 8 logq,
the probability is at most

q−n−(mn+8−m−2n) + 2qn/2q−2n ≤ q−n.

�

We can show the following corollary.

Corollary 10.7.4. Letm≥ 8 logq. Then for all but an at most2q−n fraction of ǎ ∈
Rf ,q and for anys ≥ ω(

√
logmn), the distribution of the syndromeu = ǎě modq

is statistically close to uniform overRf ,q, whereě = e← DZmn,s.

Proof. By Lemma 10.7.2andLemma 10.7.3, for all but a 2q−n fraction of all ǎ,
the columns of Rotf (ǎ) generateZn

q ands ≥ ηε(Λ⊥q ) for some negligible function
ε(mn). Now by Lemma 10.5.3, the distribution ofu = ǎě = Rotf (ǎ) · e modq is
statistically close to uniform overRf ,q. �

By using this lemma, we can proof the security ofILPSF.

Theorem 10.7.5([SSTX09]). Let f = xn + 1 and n = 2k ≥ 32. Let m and q be
integers withq prime, q ≡ 3 mod 4, andm ≥ 41 logq. Then, the above scheme
ILPSF is collision resistant iff -SISq,m,2s

√
mn is hard.

Proof. We note thats ≥ L · ω(
√

logm) ≥ ηε(Λ⊥q ) for some negligibleε(n) by
Lemma 2.1.7sinceL ≥ ‖T̃′‖ ≥ b̃l(Λ⊥q ).

Next, a samplee← DZmn,s falls into Dn except with negligible probability by
Lemma 2.1.9. Furthermore, for all but a 2q−n fraction of A, hA(e) is statistically
close to uniform overRn = Zn

q by Corollary 10.7.4.

The preimage sampleable property follows froms ≥ ‖T̃‖ · ω(
√

logm),
Lemma 10.5.3, and the correctness ofSampleD (Theorem 10.4.7); The samples
from a distribution is statistically close toDΛ⊥q ,s,−t and the conditional distribution
of e← DZmn,s given Rotf (ǎ)e≡ u (mod q) is exactlyt + DΛ⊥q ,s,−t .

The collision resistance property immediately follows from the hardness off -
SIS∞q,m,2slogmn or f -SISq,m,2s

√
mn

The preimage min-entropy is at leastmn− 1. This follows the fact that the
preimages are distributed according tot + DΛ⊥,s,−t and the min-entropy ofDΛ⊥,s,−t

is at leastmn− 1 (seeLemma 2.1.14). �
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10.8 On “Bonsai” Notions

Peikert [Pei09b] compared the generations of the random latticeA to controlling
growths in Bonsai. Let us figure out what is abonsai tree. Imagine the binary tree
{0, 1}l and the pathµ. Let A0 ∈ Zn×m

q and A(b)
i ∈ Zn×m

q for i ∈ [l] andb ∈ {0,1}.
Then, for anyµ ∈ {0,1}l , we defineAµ = [ A0|A(µ1)

1 | . . . |A
(µl )
l ]. This construction

indicates ahierarchy of trapdoor functions.
The legitimate user has a trapdoorT0 of A0 and generate randomA(b)

i , which
is undirected growth. It then has, for anyµ ∈ {0, 1}l , a trapdoorTµ for Aµ by
extending control.

The simulator crucially uses adirected growth. FromA0, it can makesA1 with
a trapdoor of [A0|A1].

In addition, we can delegate the basis by arandomized control(see also
[CHK09]). If one knows a trapdoorT of A, one can generates a new trapdoor
Sof A with a slight loss.

These techniques will be exploited in digital signature (Chapter 11), public-key
encryption (Chapter 12), and identity-based encryption (Chapter 14).

In the following,mdenotes the sum ofm1 andm2.

10.8.1 Undirected Growth

Let A1 ∈ Zn×m1
q and let A2 ∈ Zn×m2

q . Let us defineA = [ A1|A2]. It is obvi-
ous thatΛ⊥q (A) is a higher-dimensional supper-lattice ofΛ⊥q (A), since, for any
v1 ∈ Λ⊥q (A1), the vectorv = v1 ◦ 0 is in Λ⊥q (A). Undirected growth is done by
concatenating fresh random matrixA2 onto a givenA1.

10.8.2 Controlled Growth

This was already done by Alwen and Peikert. An arborist can generate a lattice
Λ⊥q (A) with a short basis of it fromA1 as in the constructions (see Sections10.3.2,
10.3.3, and10.3.4).

10.8.3 Extending Control

If an arborist knows a trapdoorT of A1, then he also knows a trapdoorS of A =

[ A1|A2]. We suppose thatq is a prime.
Let us consider the following deterministic algorithmExtBasis(T, A) which

will outputsS;

• For j = 1, . . . ,m1, let si = t i ◦ 0 ∈ Zm.

• For j = 1, . . . ,m2, let bi ∈ Zm be an arbitrary integer solution to the equation
A1bi ≡ −a(2)

i (mod q), whereA2 = [a(2)
1 , . . . , a(2)

m2]. Let sm1+i = bi ◦ i i ∈ Zm.

It is easy to show the following lemma, which states the matrixS inherits the
quality ofT.
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Lemma 10.8.1(Lemma 3.2, [Pei09b]). The algorithm runs in polynomial-time
and outputs a basisSof Λ⊥q (A) such that‖S̃‖ = ‖T̃‖.

10.8.4 Randomizing Control

We finally review how to randomize the basis of a superlatticeΛ⊥q (A). This control
also appears in Cash, Hofheinz, and Kiltz [CHK09] with a name, delegation of a
basis.

Let us consider the following probabilistic algorithmRandBasis(T, s) which,
given a basisT of somem-dimensional latticeΛ and a parameters ≥ ‖T̃‖ ·
ω(

√
logn), outputs a new basisSof Λ;

1. For i = 1, . . . ,m,

(a) Generatev ← SampleD(T, s). If v is linearly independent of
{v1, . . . , vi−1}, then letvi = v and incrementi. Otherwise, repeat this step.

2. Let T′ be an HNF ofT. OutputS← MGReduce(T′,V).

It is easy to verify that Step 1 takes at mostO(m2) times with overwhelming
probability. On the quality,‖S̃‖ ≤ s · √m with overwhelming probability, be-
causev distributes according to the distribution statistically close toDΛ,s by Theo-
rem 10.4.7and the norm bound inTheorem 2.1.9.

10.9 On “Miniature Bonsai” Notions

Here, we apply the above techniques to the ideal-lattice-based constructions. In the
following, mdenotes the sum ofm1 andm2.

10.9.1 Undirected Growth

Let ǎ1 ∈ Rm1
f ,q and letǎ2 ∈ Rm2

f ,q. Let us definěa = ǎ1◦ ǎ2. As in the previous section,
it is obvious thatM⊥q (ǎ) is a higher-dimensional supper-module ofM⊥q (ǎ1), since,

for anyě1 ∈ M⊥q (ǎ1), the vectoře = ě1 ◦ 0̌ is in M⊥q (A). Undirected growth is done
by concatenating fresh random vectorǎ2 onto a giveňa1.

10.9.2 Controlled Growth

An arborist can generate a moduleM⊥q (ǎ) with a short basisT of it from ǎ1 as in
the SSTX constructions (seeSection 10.6).

10.9.3 Extending Control

If an arborist knows a trapdoorT of ǎ1, then he also knows a trapdoorS of ǎ =

ǎ1 ◦ ǎ2.
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Let us consider the following deterministic algorithmExtIdBasis(T, A) which
will outputsS = [ š1, . . . , šm];

• For j = 1, . . . ,m1, let šj = ť j ◦ 0̌ ∈ Rm
f .

• For j = 1, . . . ,m2, let b̌ j ∈ Rm1
f be an arbitrary integer solution to the equation

ǎ1b j ≡ −a(2)
j (mod q), whereǎ2 = [a(2)

1 , . . . ,a(2)
m2]. Let šm1+ j = b̌ j ◦ ı̌ j ∈ Zm.

It is easy to show the analogue ofLemma 10.8.1which states the matrixS inherits
the quality ofT.

Lemma 10.9.1.The algorithm runs in polynomial-time and outputs a basisS of
M⊥q (ǎ) such that‖ ˜Rotf (S)‖ = ‖ ˜Rotf (T)‖.

10.9.4 Randomizing Control

We can useRandBasis appeared inSection 10.8. Hence, we omit the details.

10.10 An Application: Trapdoor Hash Functions

Introduction: Trapdoor commitments (or trapdoor hash functions) appeared first
in Brassard, Chaum, and Crépeau [BCC88], under the name “chameleon blobs”, in
the context of zero-knowledge proofs and arguments. They are underlying prim-
itives to construct complex cryptographic schemes and have many applications,
zero-knowledge proofs, arguments, signatures, universally composable commit-
ments. See Fischlin’s thesis [Fis01] for the details of trapdoor commitment (which
is a generalized notion of trapdoor hash family).

Here, we intend to discuss non-interactive one, a trapdoor hash family as
known as “chameleon hash functions” [KR00]. We mainly adopt the definition of
trapdoor hash functions by Shamir and Tauman (Kalai) in [ST01], however, their
definition depends on the number-theoretic assumptions: they require uniformity
of hash functions.

Let us confirm the definitions in [KR00, ST01]. Roughly speaking, the scheme
consists of a triple of polynomial-time algorithm, (TrapGen,Eval,TrapCol); The
generation algorithm, given the security parameter 1n, outputs (a, t), a pair of an in-
dex of hash function, which defines a hash functionha : Mn,a ×Wn,a→ Rn,a, and a
trapdoor corresponding toa; The evaluation algorithmEval, givena, m ∈ Mn,a, and
r ∈ Wn,a, computesd = ha(m, r); The trapdoor collision algorithmTrapCol, given
t, two distinct messagesm1 , m2 ∈ Mn,a, andr1 ∈ Rn,a, outputsr2 ∈ Rn,a such
thatha(m1, r1) = ha(m2, r2); As ordinal hash functions, it is required to be collision
resistant: any polynomial-time adversary cannot, given an indexa, outputs two dis-
tinct messagem1 , m2 and two stringsr1 andr2 such thatha(m1, r1) = ha(m2, r2),
where the probability is taken over the choice of (a, t)← TrapGen(1n) and the ran-
domness of the adversary. The problem is in the definition of uniformity. In [KR00]
and [ST01], their requirements are as follows:
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By Krawczyk and Rabin [KR00]: For any two distinct messagesm1 , m2 ∈
Mn,a, the two distributionsha(m1, r1) andha(m2, r2) are computationally iden-
tical if r1 andr2 are chosen uniformly at random fromRn,a.

By Shamir and Tauman [ST01]: If r1 is uniformly distributed inWn,a, then the
distribution ofr2 output by the algorithmTrapCol is computationally indistin-
guishable from uniform inWn,a.

These uniformity definitions are violated if we chooser1 from another distri-
bution overWn,a rather than the uniform distribution. Hence, we here give more
generalized one, which is very similar to the definition of preimage sampleable
functions inSection 10.2.

10.10.1 Definitions

Model of Trapdoor Hash Functions

In order to introduce the other distribution overWn,a, we add the algorithm
SampleDom to the scheme. LetTHash = (TrapGen,Eval,SampleDom,TrapCol)
over a message spaceMn, a randomness spaceWn, and a value spaceRn be a trap-
door hash scheme. Notation of the algorithms is below:

TrapGen(1n): A key-generation algorithm, given the security parameter 1n, out-
puts a pair of an index of a hash function and a trapdoor (a, t). An indexa
defines the hash functionha : Mn ×Wn→ Rn.

Eval(a,msg, r): An evaluation algorithm, givena, a messagemsg∈ Mn and a
randomnessr ∈Wn, outputs a digestd = ha(msg, r) ∈ Rn.

SampleDom(1n): A domain sampling algorithm, given the security parameter
1n, samplesr ∈Wn from some distribution overWn.

TrapCol(a, t,msg0, r0,msg1): A trapdoor collision algorithm, givena, t corre-
sponding toa, msg0 ∈ Mn, r0 ∈ Rn, andmsg1 ∈ Mn, outputsr1 ∈ Rn.

Security Notions

The collision resistance is defined as that in usual hash functions (seeSection 4.1).
The hiding property is given below in order to generalize the uniformity in the
previous definitions: IfSampleDom samples from the uniform distribution over
Rn, the definition is just the uniformity.

To define the security notion, consider the experimentsExpcr
THash,A(n) and

Exphide
THash,A(n) between the challengerC and the adversaryA.

Experiment Expcr
THash,A(n):

Setup Phase:The challengerC runsTrapGen(1n) and obtains (a, t). The
adversaryA is given the security parameter 1n and the parametersa.
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Challenge Phase:The adversary outputs (msg, r), and (msg′, r ′). If
msg,msg′ ∈ Mn, r, r ′ ∈ Wn, (msg, r) , (msg′, r ′), andEval(a,msg, r) =

Eval(a,msg′, r ′) thenC returns 1. Otherwise, it returns 0.

Experiment Exphide
THash,A(n):

Setup Phase:The challengerC runsTrapGen(1n) and obtains (a, t). The
adversaryA is given the security parameter 1n and the parametersparam.

Challenge Phase:The adversary outputsmsg0 and msg1. If (1)
msg0,msg1 ∈ Mn and (2) msg0 , msg1, the challenger flips a fair
coin b ← {0,1}. If b = 0, C generatesr0 ← SampleDom(1n).
If b = 1, C generatesr0 ← SampleDom(1n) and obtainsr1 ←
TrapCol(a, t,msg0, r0,msg1). C provides (msgb, rb) to the adversaryA.
If the above two checks are not passed,C returns 0 and halts.

Decision Phase:Finally, the adversary outputs its decisionb′. If b = b′ the
challenger returns 1, otherwise 0.

Definition 10.10.1(Collision resistance). Let THash be a trapdoor hash scheme.
LetA be an adversary. We define the advantage ofA as

Advcr
THash,A(n) := Pr

[
Expcr

THash,A(n) = 1
]
.

We say a trapdoor hash schemeTHash is computationally binding if
Advcr

THash,A(n) is negligible inn for any polynomial-time adversaryA.

We treat the uniformity as the property of the output distribution ofha.

Definition 10.10.2(Uniformity). Consider a trapdoor hash schemeTHash. We
say THash has the (statistical) uniformity if if any messagesmsg ∈ Mn,
∆((a,d), (a, u)) ≤ negl(n) for some negligible functionnegl(n), where (a, t) ←
TrapGen(1n), r ← SampleDom(1n), d← Eval(msg, r), andu← Rn.

The property that anyone cannot distinguish the pair of a message and a random
string and the pair output byTrapCol is now named as the hiding property.

Definition 10.10.3(Hiding). Consider a trapdoor hash schemeTHash. LetA be
an adversary. We define the advantage ofA as

Advhide
THash,A(n) :=

∣∣∣∣∣Pr
[
Exphide

THash,A(n) = 1
]
− 1

2

∣∣∣∣∣ .

We sayTHash is computationally hiding if for any polynomial-time adversaryA,
Advhide

THash,A(n) is negligible inn.

10.10.2 Constructions

Fujisaki [Eii08] and Peikert [Pei09b] pointed out the construction of trapdoor hash
schemes based on lattice problems. These are based onLPSF with the flavor of
LNIC.
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In LNIC, an index of the hash function isA = [ A′|A′′] ∈ Zn×(m′+m′′)
q . The

commitmentu = A(m ◦ r) = A′m + A′′r. What happen if we have the trapdoor
of A′′? For any messagem and a committed valueu, we can sampler such that
A′′r = u − A′m.

Descriptions

Scheme 10.10.4(LTHash).

TrapGen(1n): The key-generation algorithm, given the security parameter 1n,
obtains (A′,T′) ← LPSF.TrapGen(1n) with the parameterm. Next, it gener-
ates a random matrixA′′ ← Zn×m

q . An index A = [ A′′|A′] defines the hash
functionhA : {0,1}m× Dn→ Zn

q.

Eval(A,w, r): The evaluation algorithm, givenA, a messagemsg= w ∈ {0,1}m
and a randomnessr ∈ Dn, outputs a digestu = hA(w ◦ r) ∈ Zn

q.

SampleDom(1n): The domain sampling algorithm is the same as
LPSF.SampleDom(·). The distribution isDZm,s.

TrapCol(A,T,w0, r0,w1): First, it computes a digestu = hA(w0 ◦ r0) = A′′w0 +

A′r0. Then, it computes a half of digestu′ = A′′w1. Since,A′r1 = u′ − u, it
obtainsr1← LPSF.SamplePre(A′,T′, s,u′ − u). Then, it outputsr1.

Security Proofs

The security proofs are straightforward. The collision resistance and the uniformity
follow from these ofLPSF. The hiding property also follows statistical one of
LPSF. Hence, we omit them.

Extension

We again extend the domain of messages. As already noted in [KR00], the combi-
nation of hash functions and trapdoor hash functions yields this; the new trapdoor
hash functions are in the formh′a(msg, r) = ha(H(msg), r), whereha is a trapdoor
hash function andH is a hash function. We note that our method inSection 5.3.1
also extend the domain in our case.

An Ideal-Lattice-Based Construction

By simple argument, we can constructILThash from ILPSF. We omit the details,
since they are very similar toLTHash from LPSF.

Remark

We finally note that Kurosawa and Heng [KH08] showed the conversion from a
trapdoor hash family to an ID scheme. Their conversion yields the following ID
scheme. The key pair is (a, t) ← TrapGen(1n). The protocol is defined as follows:
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(1) the prover choosesm ← Mn, generates a sampler ← SampleDom(1n), and
commitsy = ha(m, r) = Eval(a,m, r), (2) the verifier sends a random challenge
c ← Mn, (3) the prover computesz← TrapCol(a, t,m, r, c) and sends it, and (4)
the verifier checks thatz ∈ Rn andy = ha(c, z).

Applying this conversion to ourLTHash, we obtain a passively-secure ID
scheme based on the average-case hardness of SISq,m,β for β = Õ(n) (thus, the
worst-case hardness of SIVPÕ(n1.5)). The protocol is quite efficient since the com-
munication cost isÕ(n).
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11
Signature

Organization: This chapter includes the signature schemes based on lattice
problems. We give the definitions of signature inSection 11.1. Section 11.2
summarizes the general conversions from several primitives to secure signature
schemes. InSection 11.3, we review the Gentry–Peikert–Vaikuntanathan signa-
ture scheme.Section 11.4gives a description of the ideal-lattice version of it by
Stehĺe et al.. Section 11.5reviews the ideal-lattice-based one-time signature by
Lyubashevsky and Micciancio.Section 11.6reviews the obtained signatures from
Lyubashevsky’s ID scheme. InSection 11.7gives a brief review of a signature
scheme proposed by Peikert very recently.

11.1 Definitions

11.1.1 Model of Signature Schemes

A signature scheme is a quadruplet of algorithmsSIG =

(Setup,KeyGen,Sign,Ver).

Setup(1n): A setup algorithm, given the security parameter 1n, outputs public
parametersparam.

KeyGen(param): A key-generation algorithm, givenparam, outputs a pair of a
verification key and a signing key (vk, sk).

Sign(param, sk,msg): A signing algorithm, givenparam, sk, and a message
msg, outputs a signatureσ.

Ver(param, vk,msg, σ): A verification algorithm, givenparam, vk, msg, andσ,
returns 0 (reject) or 1 (accept).
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Correctness: We require a correctness condition that for anymsg, it holds that
Ver(param, vk,msg, σ) = 1 with overwhelming probability for correctly generated
param, (vk, sk), andσ. Formally, we require that for anymsg,

Pr


dec= 1 :

param← Setup(1n);
(vk, sk)← KeyGen(param);
σ← Sign(param, sk,msg);
dec← Ver(param, vk,msg, σ);


= 1− negl(n).

11.1.2 Security Notions

The required security is basically that any polynomial-time adversary cannot output
a valid signature even if it can choose a message adversely. The notion is called
asexistential unforgeability. There are several attacks and we describe the formal
definitions as follows:

One-time security means any polynomial-time adversary cannot output a valid
signature even if it is provided a signature of any message, which can be chosen
adversary, made by a valid signer. Consider the experimentExpot-cma

SIG,A(n) between
the challengerC and the adversaryA.

Experiment Expot-cma
SIG,A(n):

Setup Phase:The challengerC takes a security parameter 1n. The chal-
lenger runs the algorithmSetup, and obtains parametersparam. Next,
it obtains (vk, sk) ← KeyGen(param). C gives 1n, param, andvk to the
adversary.

Learning Phase: The adversary queries to the oracleSign at most once.

• The oracle Sign receives a messagemsg. It returns σ ←
Sign(param, sk,msg) to the adversary.

Challenge Phase:The adversaryA outputs a messagemsg∗ and a forged
signatureσ∗. If msg∗ , msgandVer(param, vk,msg∗, σ∗) = 1, thenC
outputs 1. Otherwise, it outputs 0.

Definition 11.1.1(One-time security). Let SIG be a signature scheme,A an ad-
versary, andn a security parameter. We define the advantage ofA as

Advot-cma
SIG,A(n) = Pr

[
Expot-cma

SIG,A(n) = 1
]
.

We say thatSIG is one-time secure ifAdvot-cma
SIG,A(·) is negligible for every

polynomial-time adversaryA.
Furthermore, we say thatSIG is strongly one-time secure ifAdvot-cma

SIG,A(·) is
negligible for every polynomial-time adversaryA, where we replace the check
msg∗ , msgwith (msg∗, σ∗) , (msg, σ) in the challenge phase of the experiment.

Existential unforgeability under weak chosen message attacks means any
polynomial-time adversary cannot output a valid signature of an unsigned mes-
sage even if it is given signatures of chosen message before it is given the verifying
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key. Consider the experimentExpeuf-wcma
SIG,A (n) between the challengerC and the

adversaryA.

Experiment Expeuf-wcma
SIG,A (n):

Initiating Phase: The challengerC takes a security parameter 1n. C gives
A the security parameter 1n. C receives (msg1, . . . ,msgl) fromA.

Setup Phase:The challenger runs the algorithmSetup, and obtains param-
etersparam. Next, it obtains (vk, sk)← KeyGen(param).

Learning Phase: The challenger makes signaturesσi for the messagemsgi
usingsk. Then, it feedsvk andσ1, . . . , σl to the adversary.

Challenge Phase:The adversaryA outputs a messagemsg∗ and a forged
signatureσ∗. If msg∗ , msgi for any i andVer(param, vk,msg∗, σ∗) = 1,
thenC outputs 1. Otherwise, it outputs 0.

Definition 11.1.2(EUF-wCMA security). Let SIG be a signature scheme,A an
adversary, andn a security parameter. We define the advantage ofA as

Adveuf-wcma
SIG,A (n) = Pr

[
Expeuf-wcma

SIG,A (n) = 1
]
.

We say thatSIG is existentially unforgeable under weak chosen message attacks if
Adveuf-wcma

SIG,A (·) is negligible for every polynomial-time adversaryA.

Existential unforgeability under chosen message attacks (EUF-CMA) means
any polynomial-time adversary cannot output a valid signature even if it is provided
a signature of any message, which can be chosen adversary, made by a valid signer.
In strong EUF-CMA (sEUF-CMA), the adversary wins if the output message is
already signed (we need the output signature is not equal to the signature output by
the legitimate signer).

Consider the experimentExpgoal-cma
SIG,A (n) between the challengerC and the ad-

versaryA, where goal∈ {euf, seuf}.
Experiment Expgoal-cma

SIG,A (n):

Setup Phase:The challengerC takes a security parameter 1n. The chal-
lenger runs the algorithmSetup, and obtains parametersparam. Next,
it obtains (vk, sk) ← KeyGen(param). C gives 1n, param, andvk to the
adversary.

Learning Phase: The adversary queries to the oracleSign.

• The oracleSign receives a messagemsgi in the i-th query. It returns
σi ← Sign(param, sk,msgi) to the adversary.

Challenge Phase:The adversaryA outputs a messagemsg∗ and a forged
signatureσ∗.

• If goal = euf then, the challenger checks thatmsg∗ , msgi for any
i andVer(param, vk,msg∗, σ∗) = 1, thenC outputs 1. Otherwise, it
outputs 0.
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• If goal = seuf then, the challenger checks that (msg∗, σ∗) ,
(msgi , σi) for any i andVer(param, vk,msg∗, σ∗) = 1, thenC outputs
1. Otherwise, it outputs 0.

Definition 11.1.3(EUF-CMA and sEUF-CMA security). Let SIG be a signature
scheme,A an adversary, andn a security parameter. We define the advantage ofA
as

Advgoal-cma
SIG,A (n) = Pr

[
Expgoal-cma

SIG,A (n) = 1
]
.

We say thatSIG is existential unforgeable under chosen message attacks if
Adveuf-cma

SIG,A (·) is negligible for every polynomial-time adversaryA.
We say thatSIG is strongly existential unforgeable under chosen message at-

tacks ifAdvseuf-cma
SIG,A (·) is negligible for every polynomial-time adversaryA.

11.2 General Conversions to Secure Signature Schemes

We have found a lack of textbooks or notes containing the general conversion tech-
niques to obtain secure signature schemes. We here give a survey of them. We
hope that the textbook on this issue to appear.

11.2.1 From One-Way Function Family to Strong One-Time Signa-
ture Schemes

It is well-known that one-way functions yield one-time signature schemes and the
obtained signature scheme is employed anywhere of cryptography. The first one is
due to Lamport [Lam79] and we introduce only it in this section.

Suppose thatOWF = (OWF.Setup,OWF.Eval) is a one-way function family.
OWF.Setup(1n) outputs an indexa ∈ Kn that defines a functionfa : Dn,a → Rn,a.
For x ∈ Dn,a, OWF.Eval(a, x) outputsfa(x).

Scheme 11.2.1(Lamport-OTS). The message space of the signature is{0,1}n.

Setup(1n): Given the security parameter 1n, invokea ← OWF.Setup(1n) and
outputsparam= a.

KeyGen(a): Given the indexa, it first choose 2n random elementsx(b)
i ← Dn,a

for i ∈ [n] andb ∈ {0,1}. It next computesy(b)
i ← fa(x(b)

i ). The signing key is

sk= X = {x(b)
i }i,b. The verification key isvk = Y = {y(b)

i }i,b.

Sign(a,X,msg): The message is ann-bit string. Letmsgi denote thei-th bit
of msg. Then, the algorithm revealsx(msgi )

i asσ. Formally, it outputsσ =

{x(msgi )
i }i∈[n] .

Ver(a,Y,msg, σ): Parseσ = {σi}i∈[n] . It checks thaty(msgi )
i = fa(σi) andσi ∈

Dn,a. It accepts if all the checks are passed and rejects otherwise.

Theorem 11.2.2.The schemeLamport-OTS is one-time secure ifOWF is one-way.
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For the proof, see, e.g., [BDS08, Section 7.2].
Direct use of one-way function can achieve only one-time security rather than

strong one-time security. It is known that a target collision-resistant hash family
(as known as a universal one-way hash family)1 suffices to construct strongly one-
time secure signature schemes [NY89]. Rompel showed that a one-way function
family is suffice to construct a target collision-resistant hash family [Rom90] (see
the concrete proof Katz and Koo [KK05]). In addition, if we replace the internal
function ofLamport-OTS with a collision-resistant hash function, the similar proof
shows the security of the obtained scheme. See the next section.

From Collision-Resistant Hash Family to Strong One-Time Signature
Schemes

Replacing the one-way function family with the collision-resistant hash family, we
can prove strong one-time security of the schemeLamport-OTS.

Suppose thatHash = (Hash.Setup,Hash.Eval) is a collision-resistant hash
family with domainDn and rangeRn. Hash.Setup(1n) outputs an indexa ∈ Kn

that defines a functionha : Dn→ Rn. For x ∈ Dn, Hash.Eval(a, x) outputsha(x).

Scheme 11.2.3(Lamport-OTS′). The message space of the signature is{0, 1}n.

Setup(1n): Given the security parameter 1n, invokea ← OWF.Setup(1n) and
outputsparam= a.

KeyGen(a): Given the indexa, it first choose 2n random elementsx(b)
i ← Dn,a

for i ∈ [n] andb ∈ {0,1}. It next computesy(b)
i ← fa(x(b)

i ). The signing key is

sk= X = {x(b)
i }i,b. The verification key isvk = Y = {y(b)

i }i,b.

Sign(a,X,msg): The message is ann-bit string. Letmsgi denote thei-th bit
of msg. Then, the algorithm revealsx(msgi )

i asσ. Formally, it outputsσ =

{x(msgi )
i }i∈[n] .

Ver(a,Y,msg, σ): Parseσ = {σi}i∈[n] . It checks thaty(msgi )
i = fa(σi) andσi ∈

Dn,a. It accepts if all the checks are passed and rejects otherwise.

Theorem 11.2.4.Suppose that|Dn| / |Rn| = 2ω(logn). The schemeLamport-OTS′

is strongly one-time secure ifHash is collision resistant.

Proof. Suppose that there exists an adversaryA that wins the strong one-time se-
curity game. We construct an adversaryB that outputs a collision.

At the first,B is given an indexa ← Hash.Setup(1n). Then, it makes the
signing keyX = {x(b)

i } and the verification keyY = {y(b)
i } for i ∈ [n] andb ∈ {0,1},

wherey(b)
i ← ha(x(b)

i ). B feedsa andY toA. If A queries a messagemsgto be

1 Consider the following game; (1) the adversaryA first outputmsg∈ Dn, (2) the challengerC
generatesa ← Kn and feeds itA, (3)A outputsmsg′ ∈ Dn, (4) C outputs 1 ifmsg, msg′ and
ha(msg) = ha(msg′) and 0 otherwise. The adversary wins ifC outputs 1. We sayH = {Hn}n (or
correspondingHash) is target collision resistance if no polynomial-time adversary wins the game
with non-negligible probability.
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signed, thenB signs it by using the signing keyX and returnσ = {σi} = {x(msgi )
i }

toA. At the end,A outputs (msg∗, σ∗).
We should consider two cases, (1)msg∗ = msgandσ∗ , σ, and (2)msg∗ ,

msg. We showB can output a collision with high probability in each case ifA
wins the game.
(1) msg∗ = msgandσ∗ , σ: There must be an indexi such thatσ∗i , σi = x(msgi )

i .
If Ver(a,Y,msg∗, σ∗) = 1, ha(σ∗i ) = ha(σi). Then,B can output a collision (σ∗i , σi)
for ha.
(2) msg∗ , msg: There is an indexi such thatmsg∗i , msgi . Notice thatA have not

seenx
(msg∗i )
i . Hence, with high probability,σ∗i , x

(msg∗i )
i becauseB choosesx

(msg∗i )
i

uniformly at random fromDn and|Dn| / |Rn| = 2ω(logn). Therefore,B can output a

collision (σ∗i , x
(msg∗i )
i ) for ha. �

We note that we can changeHash with a collision-resistant preimage sam-
pleable functionsPSF. The proof is essentially same.

11.2.2 From One-time Signature Scheme

Merkle’s tree can be used to construct of EUF-CMA secure signature from one-
time signature. Intuitively, the verification key of the scheme authenticates the
verification keys of one-time signature. For theoretical and implementation tech-
niques, see the survey by Buchmann, Dahmen, and Szydlo [BDS08].

11.2.3 From One-Way Trapdoor Permutations

We say the schemeTDOWF is a one-way trapdoor permutation scheme if each
function fa is a permutation (that is, the functionfa is one-to-one and the domain
Dn,a and the rangeRn,a are the same set) and write itTDOWP.

The security of the full-domain hash (FDH) paradigm (or well-known heuris-
tic) is proved by Bellare and Rogaway [BR93] with introducing the random oracle
paradigm (see also [BR96] and Coron [Cor00]). The probabilistic full-domain
hash (PFDH) paradigm is a variant of FDH, which employs “salts”, and proposed
by Coron [Cor02, Appendix A].

Scheme 11.2.5(TDOWP-FDH). Let TDOWP = (TrapGen,Eval, Inv) be a one-
way trapdoor permutation scheme with domain and rangeDn,a = Rn,a. The hash
functionH : {0, 1}∗ → Rn,a is modeled as the random oracle. The signature scheme
TDOWP-FDH is defined as follows:

Setup(1n): The setup algorithm outputsparam = 1n. We omit the public pa-
rameter from the arguments of the algorithms for ease of notation.

KeyGen(1n): The key-generation algorithm invokesTDOWP.TrapGen(1n) and
obtains (a, t). It outputs (vk = a, sk= t).

Sig(t,msg): The signing algorithm, givenmsg, first obtainsy = H(msg) ∈ Rn,a.
Then, it invokesx← TDOWP.Inv(t, y) and outputsx ∈ Dn,a.
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Ver(a,msg, σ = x): The verification algorithm first computesy = H(msg). If
y = TDOWP.Eval(a, x) it outputs 1, otherwise outputs 0.

Scheme 11.2.6(TDOWP-PFDH). Let TDOWP = (TrapGen,Eval, Inv) be a one-
way trapdoor permutation scheme with domain and rangeDn,a = Rn,a. The hash
functionH : {0, 1}∗ → Rn,a is modeled as the random oracle. The signature scheme
TDOWP-PFDH is defined as follows:

Setup(1n): The setup algorithm outputsparam = 1n. We omit the public pa-
rameter from the arguments of the algorithms for ease of notation.

KeyGen(1n): The key-generation algorithm invokesTDOWP.TrapGen(1n) and
obtains (a, t). It outputs (vk = a, sk= t).

Sig(t,msg): The signing algorithm, givenmsg, first generatesr ← {0,1}n and
obtainsy = H(msg◦ r) ∈ Rn,a. Then, it invokesTDOWP.Inv(t, y) and obtains
x ∈ Dn. The signature is (r, x).

Ver(a,msg, σ = (r, x)): The verification algorithm first computesy = H(msg◦r).
If y = TDOWP.Eval(a, x) it outputs 1, otherwise outputs 0.

Theorem 11.2.7.BothTDOWP-FDH andTDOWP-PFDH are EUF-CMA secure
in the random oracle model ifTDOWP is one-way.

Roughly speaking, the adversary againstTDOWP programsy asH(msgi) for
somemsgi , which is queried to the random oracle. In order to obtain tighter security
reductions, several researchers proposed the simulation and programming methods
of the random oracle. The simplest one is the simulator choosesi ∈ [Q] and setting
y asH(msgi), whereQ is the number of the queries to the random oracleH by the
adversary. Using this method, we can upper bound

Adveuf-cma
TDOWP-FDH,A(n) ≤ 1

Q
AdvTDOWP(n) + negl(n),

whereAdvTDOWP(n) is the upper bound of the advantagesAdvow
TDOWP,A(n) for any

polynomial-time adversaryA against one-way property ofTDOWP. See, e.g.,
Coron [Cor00] to reduce the factor 1/Q. We note that Coron’s method can be
applied to homomorphic functions.

11.2.4 From Collision-Resistant Preimage Sampleable Functions

Gentry et al. [GPV08] observed that we can replaceOWTDP with a collision-
resistant preimage sampleable function familyPSF. Furthermore, it yields tighter
security than that forOWTDP-FDH andOWTDP-PFDH. The schemesPSF-FDH
andPSF-PFDH are defined as follows:

Scheme 11.2.8(PSF-FDH). LetPSF = (TrapGen,Eval,SampleDom,SamplePre)
be a preimage sampleable function scheme with domainDn and rangeRn. The
hash functionH : {0,1}∗ → Rn is modeled as the random oracle. The scheme
PSF-FDH is defined as follows:
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Setup(1n): The setup algorithm outputsparam = 1n. We omit the public pa-
rameter for ease of notation.

KeyGen(1n): The key-generation algorithm invokesPSF.TrapGen(1n) and ob-
tains (a, t). It outputs (vk = a, sk= t).

Sig(sk= t,msg): The signing algorithm, givenmsg, first checks its local storage.
If (msg, σmsg) is in local storage, the outputσmsg. Else, it computesy ←
H(msg) ∈ Rn, invokesPSF.SamplePre(t, y) and obtainsσmsg= x ∈ Dn.

Ver(vk = a,msg, σ = x): The verification algorithm first computesy = H(msg).
If y = PSF.Eval(a, x) it outputs 1, otherwise outputs 0.

Scheme 11.2.9 (PSF-PFDH). Let PSF =

(TrapGen,Eval,SampleDom,SamplePre) be a preimage sampleable func-
tion scheme with domainDn and rangeRn. The hash functionH : {0, 1}∗ → Rn is
modeled as the random oracle. The schemePSF-PFDH is defined as follows:

Setup(1n): The setup algorithm outputsparam = 1n. We omit the public pa-
rameter for ease of notation.

KeyGen(1n): The key-generation algorithm invokesPSF.TrapGen(1n) and ob-
tains (a, t). It outputs (vk = a, sk= t).

Sig(sk= t,msg): The signing algorithm, givenmsg, first generatesr ← {0,1}n
and obtainsy = H(msg◦ r) ∈ Rn. Then, it invokesPSF.SamplePre(t, y) and
obtainsx ∈ Dn. The signature is (r, x).

Ver(vk = a,msg, σ = (r, x)): The verification algorithm first computesy =

H(msg◦ r). If y = PSF.Eval(a, x) it outputs 1, otherwise outputs 0.

Since the underlying functions are collision resistant, the security reduction is
tighter than that in the FDH signature based on one-way trapdoor functions. We
note that this idea is used independently by Bernstein [Ber08] to given the tighter
security reduction for the Rabin–Williams signature scheme, which is based on the
4-to-1 one-way function.

Theorem 11.2.10(Propositions 6.1 and 6.2, [GPV08]). Let PSF be a collision-
resistant preimage sampleable functions with domainDn and rangeRn. Then both
PSF-FDH andPSF-PFDH are sEUF-CMA secure in the random oracle model.

11.2.5 From Identification Schemes: The Fiat–Shamir Conversion

Let us recall canonical identification schemes. The scheme has a proverP =

(P1,P2) and a verifierV = (V1,V2). The interaction between them is a triplet
of a commitmenty from P1, a challengec from V1, and a responsez from P2.
Roughly speaking, if we replacec by V1 with c = H(msg, y), there is no interac-
tion. The signer computesy← P1, c← H(msg, y), andz← P2 and sets (y, c, z) as
a signature. Then, verifier can verify it by invokingV2.

Originally, Fiat and Shamir introduced the conversion as a heuristic. Its se-
curity is proved in Pointcheval and Stern [PS96] and Okamoto and Ohta [OO98].
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Finally, Abdalla, An, Bellare, and Namprempre minimized the assumption on the
underlying ID scheme, which must be passively secure and has large challenge
space.

Recall that a canonical identification inSection 6.2.2. We describe the slightly
modified version of the Fiat–Shamir conversion in [AABN08].

Scheme 11.2.11 (The Fiat–Shamir conversion with a slight modifica-
tion [AABN08]). Let ID = (ID.Setup, ID.KeyGen, ID.P = (ID.P1, ID.P2), ID.V =

(ID.V1, ID.V2)) be a canonical ID scheme with challenge spaceCn such that
|Cn| = 2ω(logn). Let H : {0, 1}∗ → Cn be the random oracle. Letα(n) be
some non-negative integer function. The converted signature schemeSig =

(Setup,KeyGen,Sign,Ver) is defined as follows:

Setup(1n): Given the security parameter, it obtainsparam← ID.Setup(1n) and
outputsparam′ = param

KeyGen(param′): Given the public parameterparam, it obtains (pk, sk) ←
ID.KeyGen(1n) and outputs (vk′, sk′) = (pk, (pk, sk)).

Sign(param′, sk′ = (pk, sk),msg): Given param′, pk, sk, and a messagemsg,
it generate a signature as follows: First, it obtains (cmt, stP) ←
ID.P1(param,pk, sk). Next, it choosesr ← {0,1}α(n) and computesch ←
H(r ◦ cmt ◦ msg). Finally, it obtainsrsp ← ID.P2(ch, stP). It outputs
σ = (r, cmt, rsp).

Ver′(param′, vk′ = pk,msg, σ = (r, cmt, rsp)): Givenparam′, vk′, msg, andσ, it
makes a decision as follows: It computesch ← H(r ◦ cmt ◦ msg), obtains
dec← ID.V2(pk, cmt, ch, rsp), and outputsdec.

If s(n) = 0 for anyn, this is the original Fiat–Shamir conversion. To make the
result general, Abdalla et al. introducedα(n) as the parameter.

To describe the security, we require the non-triviality of an ID scheme. That is,
commitments generated byP1 has sufficiently large min-entropyβ(n) = ω(logn).

Theorem 11.2.12([AABN08]). Suppose thatID is a passively-secure canonical
identification scheme with|Cn| = 2ω(logn) andα(n) + β(n) = ω(log(n)). Then, the
obtained signature schemeSig′ is EUF-CMA secure in the random oracle model.

Corollary 11.2.13([AABN08]). Suppose thatID is a passively-secure, non-trivial,
canonical identification scheme with|Cn| = 2ω(logn). Suppose thats(n) = 0 for any
n. Then, the obtained signature schemeSig′ is EUF-CMA secure in the random
oracle model.

The Fiat–Shamir Conversion with Aborts

In the above conversion,ID has perfect completeness, that is, the decision of the
legitimate verifier interacting the legitimate prover is 1 with probability 1. Inter-
estingly, Lyubashevsky [Lyu09] observed that the ID schemes are not needed to

149



11.2. GENERAL CONVERSIONS TO SECURE SIGNATURE SCHEMES

be perfectly correct in the Fiat-Shamir conversion. The signer repeat the above
procedure until it succeeds.

One-Time Signature Schemes from Identification Schemes: The Fiat–Shamir
Conversion without the Random Oracle

In [BS08], Bellare and Shoup proved that, if we want to constructone-timesigna-
ture2, a collision-resistant hash family can be used instead of the random oracle in
the Fiat–Shamir conversion. However, the underlying identification must be con-
currently secure rather than passively secure as in the Fiat–Shamir conversion. In
addition, the underlying identification must have a special soundness.

Intuitively, the public and secret key of the identification scheme corresponds
to the master verification and signing key, respectively. The commitment generated
by the prover and its randomness are the session verification key and the session
signing key. For each session key, only a message can be signed. If only one
session is allowed, the scheme is a one-time signature scheme.

Scheme 11.2.14(The Fiat–Shamir conversion without the random oracle [BS08]).
Let ID = (ID.Setup, ID.KeyGen, ID.P = (ID.P1, ID.P2), ID.V = (ID.V1, ID.V2)) be a
canonical ID scheme with challenge spaceCn such that|Cn| = 2ω(logn). LetHash =

(Hash.Setup,Hash.Eval) be a hash scheme. Letα(n) be some non-negative integer
function. The converted signature schemeSig = (Setup,KeyGen,Sign,Ver) is
defined as follows:

Setup(1n): Given the security parameter, it obtainsparam← ID.Setup(1n) and
k← Hash.Setup(1n), and outputsparam′ = (param, k).

KeyGen(param′ = (param, k)): Given the public parameterparam′, it obtains
(pk, sk)← ID.KeyGen(1n). Next, it obtains (cmt, stP)← ID.P1(param,pk, sk).
It outputs (vk′, sk′) = ((pk, cmt), (pk, sk, stP)).

Sign(param′, sk′ = (pk, sk, stP),msg): Givenparam′, pk, sk, and a messagemsg,
it generate a signature as follows: It computesch← Hash.Eval(k, cmt◦msg) =

hk(cmt◦msg). Finally, it obtainsrsp← ID.P2(ch, stP). It outputsσ = rsp.

Ver(param′, vk′ = (pk, cmt),msg, σ = rsp): Given param′, vk′, msg, andσ, it
makes a decision as follows: It computesch ← Hash.Eval(k, cmt ◦ msg),
obtainsdec← ID.V2(pk, cmt, ch, rsp), and outputsdec.

Theorem 11.2.15([BS08]). Suppose thatID is a concurrently-secure, canonical,
and special-sound identification scheme with|Cn| = 2ω(logn). Also, suppose that
Hash is collision-resistant. Then, the obtained signature schemeSig′ is strongly
one-time secure.

2 Precisely, they definedtwo-tier signature and showed it includes one-time signature as a special
version.
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11.2.6 From Trapdoor Hash Schemes and Weakly Secure Signature
Schemes

Shamir and Tauman showed that the hash-sign-switch paradigm bares secure sig-
nature scheme.

Scheme 11.2.16(The Hash-Sign-Switch Paradigm [ST01]). Let THash =

(TrapGen,Eval,SampleDom,TrapCol) be a trapdoor hash scheme and letSig =

(Setup,KeyGen,Sign,Ver) be a weakly-secure signature scheme. A new signature
schemeSig′ = (Setup′,KeyGen′,Sign′,Ver′) is obtained as follows:

Setup′(1n): Given the security parameter 1n, invokeparam← Setup(1n) and
outputparam.

KeyGen′(param): Generate key pairs (vk, sk) ← KeyGen(param) and (a, t) ←
TrapGen(1n). The new key pair isvk′ = (vk,a) andsk′ = (sk, a, t).

Sign′ = (SignOff,SignOn): The signing algorithm has two stages, off-line
phase and one-line phase.
SignOff′(sk′): Choose a random messagemsg′ ← Mn and a random string

r ′ ← SampleDom(1n). Then, compute a digestd = ha(msg′, r ′) by
Eval(a,msg′, r ′). Next, obtainσoff ← Sign(sk, d). It outputsσoff and
stoff = (d,msg′, r ′).

SignOn′(sk′, σoff , stoff ,msg): Obtain r ← TrapCol(a, t,msg′, r ′,msg1).
Outputσ = (σoff , r) as the signature.

Ver′(vk′ = (vk,a),msg, σ = (σoff , r)): Compute d ← ha(msg, r) and output
dec← Ver(vk,d, σoff) as the decision.

Theorem 11.2.17.Let THash be a trapdoor hash scheme and letSig be an EUF-
wCMA secure signature scheme. Then,Sig′ is an EUF-CMA secure signature
scheme.

Although we have changed the definition of trapdoor hash families, we can give
the security proof by the essentially similar way to the one of Shamir and Tauman.
Hence, we omit the details.

11.2.7 From Identity-based Encryption

As noted in the paper by Boneh and Franklin [BF03], Naor pointed out identity-
based encryption induces the signature scheme. For notation and notions on
identity-based encryption, seeChapter 14.

Given an IBE schemeIBE = (Setup,Ext,Enc,Dec), a signature schemeSIG =

(KeyGen,Sign,Ver) is defined as follows;

KeyGen(1n): (vk, sk) = (param,msk)← Setup(1n).

Sig(msg, sk): σ = uskmsg← Ext(msg,msk).
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Ver(msg, σ, vk): To verify the signatureσ onmsgunder the verification keyvk, it
randomly generates a ciphertextct← Enc(m,msg, pk) with a random plaintext
m, and checks thatm = Dec(ct, σ,pk). If the check is passed, it accepts the
signature. Otherwise, reject.

It is easy to show that this construction yields secure signature scheme if the
underlying identity-based encryption scheme is fully-ID secure. Roughly speak-
ing, if there is a forger for the signature scheme, one can extract the identity and its
decryption key. Hence, this violates the security of the underlying identity-based
encryption scheme.

11.3 The Gentry–Peikert–Vaikuntanathan Signature

We now turn back to lattice-based signature schemes. The first appearing ones are
proposed by Gentry et al. [GPV08]. The schemes are obtained by applying FDH
and PFDH paradigms toLPSF.

11.3.1 Description

Applying PSF-FDH andPSF-PFDH to the lattice-based CR-PSFs inSection 10.5,
we obtained a sEUF-CMA secure signature scheme based on the SIS assumption.

Scheme 11.3.1(GPV-FDH). We model the hash functionH : {0, 1}∗ → Zn
q as the

random oracle.

Setup(1n): The setup algorithm outputsparam = 1n. We omit the public pa-
rameter for ease of notation.

KeyGen(1n): The key-generation algorithm invokesLPSF.TrapGen(1n) in Sec-
tion 10.5and obtains (A,T) ∈ Zn×m

q × Zm×m. It outputs (vk = A, sk= T).

Sign(sk= T,msg): The signing algorithm, givenmsg, first obtainsu = H(msg).
Then, it invokesLPSF.SamplePre(A,T, s,u) in Section 10.5and obtainse.
(Here, e is a sample from the distributionD which is statistically close to
DΛ⊥q (A),s,t wheret is any solution ofAt = u modq.)

Ver(vk = A,msg, σ = e): The verification algorithm first computesu = H(msg).
Then, it verifiesAe = u modq. Output 1 if the check is passed, otherwise, 0.

Scheme 11.3.2(GPV-PFDH). We model the hash functionH : {0,1}∗ → Zn
q as

the random oracle.

Setup(1n): The setup algorithm outputsparam = 1n. We omit the public pa-
rameter for ease of notation.

KeyGen(1n): The key-generation algorithm invokesLPSF.TrapGen(1n) in Sec-
tion 10.5and obtains (A,T) ∈ Zn×m

q × Zm×m. It outputs (vk = A, sk= T).

Sig(sk= T,msg): The signing algorithm, givenmsg, first generates a ran-
dom string r ← {0, 1}n and obtainsu = H(msg◦ r). Then, it invokes
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11.4. THE STEHĹE–STEINFELD–TANAKA–XAGAWA SIGNATURE

LPSF.SamplePre(A,T, s,u) in Section 10.5and obtainse. It outputs (r,e)
as the signature.

Ver(vk = A,msg, σ = (r,e)): The verification algorithm first computesu =

H(msg◦ r). Then, it verifiesAe = u modq. Output 1 if the check is passed,
otherwise, 0.

Theorem 11.3.3(Security, [GPV08]). Let m ≥ (5 + 3δ)n logq for some constant
δ > 0. Let s ≥ L · ω(

√
logm), whereL = O(

√
n logq). The above schemes are

sEUF-CMA secure ifSISq,m,2s
√

m is hard.

The security proofs of two schemes is obtained by combining the arguments
in Section 10.5andSection 11.2.4.

11.4 The Stehĺe–Steinfeld–Tanaka–Xagawa Signature

As an analogue of the GPV signatures, we introduce the SSTX signatures based on
the ideal-lattice-based PSFs. These schemes are obtained by replacing the under-
lying PSFsLPSF with ILPSF.

11.4.1 Description

Scheme 11.4.1(SSTX-PFDH). We model the hash functionH : {0,1}∗ → Rf ,q as
the random oracle.

Setup(1n): The setup algorithm outputsparam = 1n. We omit the public pa-
rameter for ease of notation.

KeyGen(1n): The key-generation algorithm invokesILPSF.TrapGen(1n) in
Section 10.5(hence,ExtIdLattice in Section 10.3) and obtains (̌a,T). It out-
puts (vk = ǎ, sk= T).

Sig(sk= T,msg): The signing algorithm, givenmsg, first generates a ran-
dom string r ← {0, 1}n and obtainsu = H(msg◦ r). Then, it invokes
ILPSF.SamplePre(ǎ,T, s,u) in Section 10.5and obtainše. It outputs (r, ě)
as the signature.

Ver(vk = ǎ,msg, σ = (r, ě)): The verification algorithm first computesu =

H(msg◦ r). Then, it verifies . Ifǎě = u modq it outputs 1, otherwise outputs
0.

11.4.2 Security Proofs

The security proofs of two schemes is obtained by combining the arguments inSec-
tion 10.5andSection 11.2.4.
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11.5 The Lyubashevsky–Micciancio One-Time Signature

This scheme has a flavor of the Bellare–Shoup transformation with the Lyuba-
shevsky identification scheme,Ly08-IDC/IL, but there are two main differences.
The first difference is the change of key spaces and the method of key genera-
tion to obtain perfect correctness. The second difference is no use of collision
resistant hash functions. We note that this is a reverse-chronicle order. Lyuba-
shevsky and Micciancio [LM08] proposed the scheme in March 2008 and Lyuba-
shevsky [Lyu08b, Lyu09] proposed his identification scheme in September 2008
and December 2009.

11.5.1 Description

For simplicity, we fixf = xn+1 andl =
⌊
log2 n

⌋
. Let us fixq = n3 andm← ⌈

logn
⌉
.

Define for anyi ∈ N,

De,i = {y̌ ∈ Rm
f ,q | ‖y̌‖∞ ≤ 5iq1/m} andDr,i = {y̌ ∈ Rm

f ,q | ‖y̌‖∞ ≤ 5inpq1/m}.

We also define
G = {y̌ ∈ Rm

f ,q | ‖y̌‖∞ ≤ 10q1/mn log2 n}.
Scheme 11.5.1(LM-OTS [LM08]).

Setup(1n): It chooses a random row vectorǎ← Rm
f ,q uniformly and outputs it.

KeyGen(ǎ): It first chooser ∈ {0, 1}l . If r = 0l set j = l. Else, setj as the
position of the left-most standing bit ofr. Pick ě ← De, j and ř ← Dr, j .
Computeu ← hǎ(ě) andy ← hǎ( ř). The signing key is (u, y, ě, ř) and the
verification key is (u, y).

Sign(ǎ, sk= (u, y, ě, ř),msg= c): The messagec is in {−1,0,+1}n. It outputs
σ = ž← c⊗ ě+ ř.

Ver(ǎ, vk = (u, y),msg= c, σ = ž): If ž ∈ G andhǎ(ž) = c⊗ u + y then output 1
(accept) and output 0 otherwise.

Theorem 11.5.2([LM08, Theorem 8]). The above scheme is strongly one-time
secure if thef -SIS∞q,m,β is hard on average, whereβ = 20q1/mn log2 n. In particular,
for appropriately settings on the parameters, the scheme is secure iff -SVP∞γ is hard
in the worst case, whereγ = Õ(n2).

For the proof, see the original paper [LM08].

11.6 The Lyubashevsky Signature

We also obtain an EUF-CMA secure signature by applying the Fiat-Shamir trans-
formation with aborts to the basic protocol ofLy09-ID Section 6.8..
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11.6.1 Descriptions

Scheme 11.6.1(Ly-SIG, [Lyu09]). All the participant agree with the parametersm,
q, De, Dr , Dc, andG as inSection 6.8. We model the hash functionH : {0,1}∗ →
Dc as the random oracle. Letf denotexn + 1.

Setup(1n): It outputsǎ← Rm
f ,q uniformly at random.

KeyGen(ǎ): It chooseše← De and computesu = hǎ(ě). It outputssk = (u, ě)
andvk = u.

Sig(ǎ, (u, ě),msg): Chooseř ← Dr and computey ← hǎ( ř). Computec ←
H(msg◦ y). Then computěz← c⊗ ě+ ř. If ž ∈ G then it outputsσ = (y, ž).
Otherwise repeat the above procedures.

Ver(ǎ, u,msg, σ = (y, ž)): First, computec← H(msg◦ y). If ž ∈ G andhǎ(ž) =

c⊗ u + y outputs 1, otherwise outputs 0.

Theorem 11.6.2([Lyu09, Theorem 3]). The above scheme is EUF-CMA secure if
f -SIS∞q,m,β is hard on average, whereβ = 2(mn− 1)σκ. In particular, letσ be a

constant andκ(n) = Θ(log2 n). Then for appropriately settings on the parameters,
the scheme is secure iff -SVP∞γ is hard in the worst case, whereγ = Õ(n2).

11.7 The Signature from “Bonsai”

Very recently, Peikert proposed a signature scheme made by “Bonsai.” This signa-
ture scheme has the flavors of the Hohenberger–Waters signature scheme based on
the RSA assumption and as the IBE-to-Sig conversion.

11.7.1 Description

Scheme 11.7.1(Bonsai-wSIG). We model the hash function. The parame-
ters are defined as follows: Two integersm1,m2 = O(n logq), and a bound
L = O(

√
n logq). Let a hashed message length bek and total dimensionm =

m1 + (k + 1)m2, and a Gaussian parameters = L · ω(
√

logn).

KeyGen(1n): GenerateA0 ∈ Zn×(m1+m2)
q with a basisT of Λ⊥q (A0) such that

‖T̃‖ ≤ L. For each (b, j) ∈ {0,1} × [k], generate uniform and independent
A(b)

j ∈ Zn×m2
q . Outputvk = (A0, {A(b)

j }) andsk= (S, vk).

Sig(sk= (T, vk),msg= µ ∈ {0,1}k): Let Aµ = [ A0|Aµ1
1 | . . . |A

µk

k ] ∈ Zn×m
q . Let

Tµ ← ExtBasis(T, Aµ). Then, outputσ = e← SampleD(Tµ, s,0).

Ver(vk = (A0, {A(b)
j }),msg= µ, σ = e): Let Aµ as above. Ife, 0, ‖e‖ ≤ s · √m,

andAµe = 0 modq, output 1 as accept; otherwise, output 0 as reject.

Theorem 11.7.2([Pei09b]). Let m = m1 + (k + 1)m2 andm′ = m1 + (2k + 1)m2.
The above scheme is EUF-wCMA secure ifSISq,m′,β is hard on average, where
β = s

√
m.
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For the proof, see [Pei09b].
Combining the above schemeBonsai-wSIG and the trapdoor commitment

scheme, we obtain the schemeBonsai-SIG. If we setpk = a of the public key
of the trapdoor-commitment scheme as the public parameter, we then have the sig-
nature scheme. In addition, if the verification keyvk includesa and the signing
key sk includes the corresponding trapdoort, the scheme is now one-line/off-line
signature.

Scheme 11.7.3 (Bonsai-SIG). Let THash =

(TrapGen,Eval,SampleDom,TrapCol) be a trapdoor hash scheme with range
{0,1}k. The parameters are defined as follows: Two integersm1,m2 = O(n logq),
and a boundL = O(

√
n logq). A hashed message lengthk and total dimension

m = m1 + (k + 1)m2, and a Gaussian parameters = L · ω(
√

logn).

KeyGen(1n): Invoke Bonsai-wSIG.KeyGen and obtainvk′ = (A0, {A(b)
j }) and

sk′ = (T, vk′). Invoke TrapGen(1n) and obtainpk = a andsk = t. Output
vk = (A0, {A(b)

j }, a) andsk= (T, t, vk).

Sign = (SignOff,SignOn):
SigOff(skoff = (T, vk)): First generate random stringr ← SampleDom(1n)

and computeµ← Eval(0; r) ∈ {0,1}k. Then, letAµ = [ A0|Aµ1
1 | . . . |A

µk

k ] ∈
Zn×m

q and let Tµ ← ExtBasis(T, Aµ). Output σoff = e ←
SampleD(Tµ, s, 0) andstoff = (µ, r).

SigOn(skon = t, σoff = e, stoff = (µ, r),msg∈ {0,1}∗): It computes r ′ ←
TrapCol(µ, 0, r,msg). Then outputs the signatureσ = (r ′, e).

Ver(vk = (A0, {A(b)
j }),msg, σ = (r, e)): First computeµ← Eval(msg, r). Let Aµ

as above. Ife , 0, ‖e‖ ≤ s · √m, and Aµe = 0 modq, output 1 as accept;
otherwise, output 0 as reject.

The signing algorithm can be split into two algorithms,SigOff and SigOn,
whereSigOff does not involve the message.

Remark 11.7.4.Notice that the above scheme is EUF-CMA secure but not sEUF-
CMA secure; From a valid signatureσ = (r,e) on msg, a new signatureσ =

(r,−e) on msgis obtained. To protect the scheme against the above attack, Rükert
fixed the verification; the public key containsu ← Zn

q, the signer samplese ←
SampleD(Tµ, s, u), and the verifier checksAµe≡ u modq. For the details and the
proofs, see R̈ukert’s paper [Rüc10].

Remark 11.7.5. Stehĺe et al. [SSTX09] already proposed ideal-lattice version of
“Bonsai” (seeSection 10.6). Replacing the “Bonsai” technique with the miniature
“Bonsai,” we obtain ideal-lattice-based “Bonsai” signature scheme.
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12
Encryption

Organization: Section 12.1reviews the brief history of lattice-based encryp-
tions.Section 12.2reviews the definitions of public-key encryption, that is, model
and security notions. InSection 12.4gave the review of the Ajtai–Dwork encryp-
tion scheme. Section 12.5and Section 12.6are the reviews of the Goldreich–
Goldwasser–Halevi and NTRU encryption schemes. We review the Regev03 en-
cryption scheme inSection 12.7. Regev’s LWE-based encryption scheme, which
plays important roles in lattice-based cryptography, is reviewed inSection 12.8.
Section 12.9reviews the “dual” of Regev’s LWE-based encryption scheme.Sec-
tion 12.10contains lossy trapdoor functions and its children by Peikert and Wa-
ters. By using them, we describe the Peikert–Waters encryption scheme inSec-
tion 12.10.2.

12.1 Introduction

After the seminal result of Ajtai [Ajt96], Ajtai and Dwork [AD97] gave the first
public-key encryption schemeAD based on the worst-case hardness of lattice prob-
lems. However, their inefficiency in the real world opened the door of attacks.
Hence, efficient public-key encryption schemes with harder security reduction were
needed.

The partial answers appeared almost simultaneously; GGH and NTRU. Gold-
reich, Goldwasser, and Halevi [GGH97b] proposed a lattice variant of the
McEliece encryption scheme [McE78] (we describe them later). Hoffstein, Pipher,
and Silverman also proposed a encryption scheme employing the quotient ring of
polynomials [HPS98]. These schemes are more efficient thanAD, but they lack the
security proof based on the worst-case hardness of lattice problems.
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12.1. INTRODUCTION

param ek Enc C |ek| |ct|/|msg|
AD-GGH (12.4) – A, i0, i1 Ae+

µ
2 ai1 mod B P(B) Õ(n4) Õ(n3)

AD+ (12.4) – A Ae+
µ
2 ai1 mod B P(B) Õ(n4) Õ(n2)

R03 (12.7) N = 28n2
a ae+ µ

⌊
ai1/2

⌉
modN ZN Õ(n3) Õ(n2)

LWE-PKE (12.8) (A) A, P (Ae, PTe+ µ bq/2c) Zn
q × Zn

q Õ(n2) Õ(1)

Dual (12.9) (A) A,U AT s+ xp,UT s+ xv + µ bq/2c Zm
q × Zn

q Õ(n2) Õ(1)

Table 12.1:Comparisons among IND-CPA secure encryption schemes. The factor
n denotes the security parameter. See corresponding sections for the details

The other answer is given in 2003, the Regev03 encryption scheme [Reg04b].
He proposed a 1-dimensional version ofAD and reduced it security from harder
lattice problem than that of Ajtai and Dwork. However, efficiency is not good
because the key has huge size. This obstructs us to take a larger security parameter.

These situations were overcome by Regev in 2005 [Reg09] using quantum re-
ductions. He gave a simple public-key encryption scheme based on the variant of
Learning Parity Noise (LPN) problem, called Learning With Error (LWE) Problem,
and showed the quantum reduction from SIVPγ to the variant.

On the blowup factor, the ratio between the ciphertext and the plaintext, the
original Regev05 encryption scheme has a factorO(n logn).

Kawachi, Tanaka, and Xagawa [KTX07] reduced the ciphertext blowup factor
toO(n). This is dramatically reduced toO(1) by an amortizing technique of Peikert,
Vaikuntanathan, and Waters [PVW08].

Gentry, Peikert, and Vaikuntanathan [GPV08] observed that the roles of a pub-
lic key and a ciphertext can be swapped. This scheme is called as the “Dual” en-
cryption scheme and opens the door to construct identity-based encryption scheme.
See [GPV08] andChapter 14.

The above schemes are secure in the sense of indistinguishability under cho-
sen plaintext attacks (IND-CPA). Can we construct encryption schemes enjoying
the stronger security, indistinguishability under chosen ciphertext attacks (IND-
CCA2)?

Peikert and Waters [PW08] answered this problem by introducing lossy trap-
door functions and giving the construction of them from LWE problem. Peik-
ert [Pei09c] (and Goldwasser and Vaikuntanathan [GV08]) also gave the answer
which exploited the one-wayness of the LWE function, which appears inChap-
ter 13.

The schemes which we will not mention: Key-leakage security and key-
dependent message security are featured recently.

Key-leakage security states the scheme is secure even if the part of the secret
key was leaked, which was considered as the theoretical model of side channel at-
tacks. Akavia, Goldwasser, and Vaikuntanathan [AGV09] showed the key-leakage
security of the Regev05 encryption scheme. We note that in a weaker model of
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key-leakage security, the combination of an IND-CPA secure public-key encryp-
tion scheme and the extractor yields secure encryption scheme [NS09]. Gold-
wasser, Kalai, Peikert, and Vaikuntanathan proved the robustness of the LWE based
secret-key encryption schemes [GKPV10]. Dodis, Goldwasser, Kalai, Peikert, and
Vaikuntanathan [DGK+10] also showed the key-leakage security of the “Dual” en-
cryption scheme in several models. See their papers for the details. We note that the
proof techniques of them partially appears inSection 15.4, which are independent.

Key-dependent message security states the scheme is secure even if the cipher-
text contains the information of the secret key, for example,Encek(dk) should be
indistinguishable fromEncek(0l), where (ek,dk) ← KeyGen(1n) andl = |dk|. For-
mally, the adversary could choose a function from some classF = { f : Kk

n → Mn},
whereKn is a decryption-key space andMn = {0, 1}l is a message space. The adver-
sary has an access to the oracle which returnsEncekj ( f (sk1, . . . , skk)) or Encekj (0

l)
on the query (j, f ).

The scheme which satisfies some functions was firstly proposed by Boneh,
Halevi, Hamburg, and Ostrovsky [BHHO08]. In the spirit, their scheme has KDM-
security with respect to the class of affine functions under the DDH assumption.
Applebaum, Cash, Peikert, and Sahai [ACPS09]. also proposed a KDM-secure
public-key encryption scheme with respect to the class of affine functions under the
LWE assumption. We mention the improvements by Brakerski, Goldwasser, and
Kalai [BGK09] and Barak, Haitner, Hofheinz, and Ishai [BHHI09] which proposed
the schemes with respect to richer class of functions. For the details see the original
papers.

We also does not describe the variants of the Peikert encryption scheme by Katz
and Vaikuntanathan [KV09], which yields secure password-based authenticated
key-exchange schemes.

Finally, we mention Gentry’s fully homomorphic encryption scheme [Gen09]
and its variants [SV09, vDGHV09]. Their encryption functions are ring homomor-
phic toF2, which solved the long-standing open problem. (We note that Aguilar
Melchor, Gaborit, and Herranz [AMGH08] also gave additive homomorphic en-
cryption schemes which allowst multiplications.)

12.2 Definitions

12.2.1 Model of Public-Key Encryption Schemes

A PKE schemePKE is a quadruplet of algorithms (Setup,KeyGen,Enc,Dec).

Setup(1n): A setup algorithm, given the security parameter 1n, outputs public
parametersparam.

KeyGen(param): A key-generation algorithm, givenparam, outputs a pair of an
encryption key and a decryption key (ek, dk).

Enc(param,ek,msg): An encryption algorithm, givenparam, ek, and a message
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msg, outputs a ciphertextct.

Dec(dk, ct): An decryption algorithm, givendk andct, returnsmsg.

Correctness: The correctness of a public-key encryption scheme is defined as
follows: With overwhelming probability the ciphertext of any messagemsgin the
message space under an encryption keyekshould be decrypted intomsg, where the
probability is taken by coins ofSetup, KeyGen, andEnc. Formally, this require-
ment is denoted

Pr


msg, m̃sg:

param← Setup(1n);
(ek, dk)← KeyGen(param);
ct← Enc(param,ek,msg);
m̃sg← Dec(dk, ct);


≤ negl(n).

12.2.2 Security Notions

We adopt the standard security notions, indistinguishability of ciphertexts under
several attacks. Roughly speaking, any polynomial-time adversary cannot distin-
guish two ciphertexts of distinct messagesmsgand msg′ even if it chooses the
messages. In chosen plaintext attacks (cpa), the adversary could only encrypt its
chosen message and cannot use the decryption oracle. In chosen ciphertext attacks
(cca1), the adversary could query to the decryption oracle until the adversary com-
mits the target messages. In chosen ciphertext attacks (cca2), the adversary could
query to the decryption oracle after it receives the target ciphertext.

We describe the formal definition as follows: The following experiment is de-
fined in the “second and penalty” style (see [BHK09] for the discussion on the
definition styles). Consider the experimentExpind-atk

PKE,A(n) between the challengerC
and the adversaryA, where atk∈ {cpa, cca1, cca2}.
Experiment Expind-atk

PKE,A(n):

Setup Phase:The challenger takes the security parametern and obtains
param← Setup(1n) and (ek, dk)← KeyGen(param). It givesparamand
ek to the adversaryA.

Learning Phase 1: The adversary can issue queries to the oracle if atk∈
{cca1, cca2}. The oracleDec receives an inputct and returnsmsg←
Dec(dk, ct).

Challenge Phase:The adversaryA outputs two plaintextsmsg0 andmsg1.
The challenger flips a coinb ← {0,1}, sets the target ciphertext to be
ct∗ ← Enc(ek,msgb), and sendsct∗ to the adversary.

Learning Phase 2: The adversary can issue queries to the oracle if atk=

cca2. The oracleDec receives inputct. If ct = ct∗, the challenger outputs
0 and halts. Otherwise, the oracle returnsmsg← Dec(dk, ct) toA.
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Guessing Phase:Finally, A outputs a guessb′ ∈ {0, 1}. If b′ = b, the
challenger outputs 1, otherwise 0.

Definition 12.2.1. Let PKE = (Setup,ReKeyGen,Enc,Dec) be a public-key en-
cryption scheme,A an adversary, andn a security parameter. We define the advan-
tage ofA as

Adv ind-atk
PKE,A(n) =

∣∣∣∣∣Pr
[
Expind-atk

PRE,A(n) = 1
]
− 1

2

∣∣∣∣∣ .

We say thatPKE is ind-atk secure ifAdv ind-atk
PKE,A(·) is negligible for every

polynomial-time adversaryA, where atk∈ {cpa, cca1, cca2}.

12.3 The McEliece Encryption Scheme

As the warm up, we start with a coding-theoretic encryption scheme, the McEliece
encryption scheme [McE78] which has appeared in 1978 and is believed that it re-
mains secure against quantum computes. (See the survey [OS08].) The McEliece
encryption scheme is as follows (as opposite to ordinal notation, we transpose ma-
trices and rename the parameters):

Scheme 12.3.1(the McEliece encryption scheme,McEliece). All the participant
agree use of an [m,m− n,2t + 1] linear codeC, which is able to decode a received
word up tot errors.

Key Generation: Let G ∈ Fn×m be a generator matrix of the linear code. Then,
the public key isG′ = ΠGS, whereS← GLn(F) andΠ is a random permuta-
tion matrix over [m]. the secret key isS, G, andΠ.

Encryption: To encrypt the messages ∈ Fk, choose a error vectorx ← S(m, t)
and compute the ciphertextp← G′T s+ x.

Decryption: To decrypt it, computed = Π−1p = GSs+ Π−1x, decode it and
obtainGSs, finally outputss.

We already seeS(m, t) is an enumeration set. Hence, for any vectorx ∈ S(m, t),
π(x) is also inS(m, t). Thus, the decoding procedure works well in decryption.

The security is guaranteed from the intuition that one could not find the struc-
ture G from G′ in polynomial time ofn. The one-wayness follows from the two
assumptions; the one is that that the learning with parity (LPN) problem is hard and
the other is the indistinguishability of the public key and the uniform overFn×m.

We will turn back to this encryption scheme, because this and some lattice-
based encryption schemes share some structures.

12.4 The Ajtai–Dwork Encryption Scheme

Ajtai and Dwork proposed three public-key encryption scheme based on lattice
problems. The third of them is well-known as the Ajtai–Dwork encryption scheme.
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The first construction of lattice-based public-key encryption scheme is the Ajtai–
Dwork encryption scheme [AD97]. (The first and the second are preparations for
the third cryptosystem.) Later, Goldreich, Goldwasser, and Halevi [GGH97a] elim-
inated decryption errors in the public-key encryption scheme. The scheme enjoys
the average-case/worst-case security proof and is based on uSVP with an approx-
imation factorÕ(n11). The scheme is later improved by the originators, Ajtai and
Dwork.

We give a rough structure of the encryption scheme. The secret key is a unit
n-dimensional vectoru ∈ Bn(1). Imagine the set of the hyperplanesH = {x ∈ Rn |
〈x,u〉 ∈ Z}. Then, the public key consists ofm vectors nearH. The ciphertext of
0, c0, is the random sum of suchm vectors, which is also nearH. The ciphertext
of 1, c1, is a random vectorRn. One knowingu can distinguish the ciphertext of 0
from the ciphertext of 1 by determining〈c, u〉 is nearH or not.

12.4.1 Description

For d ∈ R, let frc(d) denote|d − bde |, which stands for the distance ofd from the
integer setZ.

The schemeAD is described as follows:

Scheme 12.4.1(AD [AD97]). All the participants agree with the parametersn,
m = n3, R = 2O(n logn), andr = n−3.

Setup(1n): Given the security parametern output⊥.

KeyGen(param): Chooseu ← B(1). Choosex1, . . . , xm← {x ∈ B(R) | 〈x, u〉 ∈
Z}. Chooseyi, j ← B(r) uniformly at random fori = 1, . . . ,mand j = 1, . . . ,n.
Computezi =

∑n
j=1 yi, j for i = 1, . . . ,m. Then, computeai = xi + zi . Let i0 be

the smallesti for which the width of parallelepiped spanned byai+1, . . . , ai+n

is at leastn−2. For j = 1, . . . ,n, let b j = ai0+ j . The decryption key isdk = u
and the encryption key isek= (a1, . . . , am, i0).

Enc(ek= (a1, . . . , am, i0),msg= t): Let t ∈ {0,1} be a plaintext.
• To encryptt = 0, choosee ∈ {0,1}m and computec = Ae mod B, where

B = [b1, . . . , bn].
• To encryptt = 1, choosec← P(B). The ciphertext isc.

Dec(dk = u, ct = c): For a received ciphertext, computed = 〈c, u〉. Output 0 if
|frc (d) | ≤ 1/n, 1 otherwise.

Obviously, the ciphertext of 1 is decrypted as 0 with probability about
2/n. In order to eliminate the decryption errors inAD, Goldreich, Goldwasser,
and Halevi [GGH97a] changed several procedures. We denote the scheme by
AD-GGH.

Scheme 12.4.2(AD-GGH [GGH97a]). All the participants agree with the param-
etersn, m = n3, R = 2O(n logn), andr = n−3.

Setup(1n): The same asAD.Setup
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KeyGen(param): It choosesu, xi , and zi , computesai = xi + zi , selectsi0 in
the same manner asAD.KeyGen does. In addition, pick an indexi1 uniformly
at random from all indicesi for which 〈ai , u〉 is odd. The decryption key is
dk = u and the encryption key isek= (a1, . . . , am, i0, i1).

Enc(ek= (a1, . . . , am, i0, i1),msg= t): Let t ∈ {0,1} be a plaintext. Choosee ∈
{0, 1}m and computec = Ae+ t · ai1/2 modB, whereB = [b1, . . . , bn].

Dec(dk = u, ct = c): For a received ciphertext, computed = 〈c,u〉. Output 0 if
|frc (d) | ≤ 1/4, 1 otherwise.

12.4.2 Security

The security ofAD andAD-GGH is based onO(n11)-uSVP.
Consider the following two games: The first game is the original IND-CPA

game. In the second game, we replace the public key with the uniformly cho-
sen one, that is,ai ← B(R). Roughly speaking, if the adversary distinguishes
two games, we can verify a vectorp is near to the set of hyperplanesH = {x ∈
Rn | 〈x,u〉 ∈ Z} or not. Exploiting this power, the security is reduced from uSVP
with approximation factorγ = O(n11). For the detailed proof, see the original
paper [AD97].

12.4.3 Attacks

The schemeAD has a fatal drawback in the real world: huge public key of bit
sizeÕ(n4). The size of the public key is approximately 2Gb even whenn = 32.
Nguyen and Stern [NS98] analyzed the scheme with realistic parameters by the
LLL algorithm.

Hall, Goldberg, and Schneier [HGS99] examined the CCA1 attacks against
several public-key encryption schemes based on combinatorial problems includ-
ing AD-GGH. They proposed the CCA1 attacks which retrieves the secret key
of AD-GGH. Izmerly and Mor [IM06] gave the CCA1 attacks againstAD and
AD-GGH.

These two attacks employs the above idea in the security reduction. If one
has a decryption oracle, one recognize the set of hyperplanesH. Using the set of
hyperplanes, one can extract the secret keyu.

12.5 The Goldreich–Goldwasser–Halevi Encryption
Scheme

At the same time of the improvement ofAD [GGH97a], Goldreich, Goldwasser,
and Halevi proposed their new encryption schemeGGH. Their sales point is signif-
icantly small size of the public keyO(n3) (still larger than conservative encryption
schemes).
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(We note that Solé, Charnes, and Martin rediscoverGGH as the lattice version
of the McEliece encryption scheme. See [SCM01].)

Roughly speaking, their idea is as follows: The secret key is a “good” basisR
of a random latticeL, which corresponds toG. The public key is a “bad” basisB =

RU−1 of the random lattice, whereU is a unimodular matrix andB corresponds
to G′. The message is encoded into the coefficient vectors. Then, the ciphertext
is p = Bs + x wherex is a small random error vector, which resembles to the
ciphertext of the McEliece encryption scheme. To decryptp, first apply the round-
off algorithm, that is,d←

⌊
R−1p

⌉
. Then,d will be R−1Bssince the errorx is short

andR is good. MultiplyingB−1R to d, we can obtains.

Why it works: The inversion algorithm computess = U
⌊
R−1p

⌉
andx = p−Bs,

whereU = B−1R. Hence, we should consider
⌊
R−1p

⌉
, becausex is computed

automatically froms. We have that
⌊
R−1p

⌉
=

⌊
R−1(Bs+ x)

⌉
=

⌊
U−1s+ R−1x

⌉
.

SinceU is unimodular,U−1 is also unimodular. Thus, the computation correctly
works when

⌊
R−1x

⌉
= 0, that is,

∥∥∥R−1x
∥∥∥∞ < 1/2.

Observe thatR−1 = (R−T)T . Then, we only need to show that a basisT = R−T

of the dual latticeΛ∗ is short. IfT is short, we have the following lemma ensuring
the correctness.

Lemma 12.5.1.Let B be a basis of ann-dimensional latticeΛ. Let T be a basis
of a dual latticeΛ∗ such that‖T‖ ≤ L. For any s ∈ Zn and anyx ∈ Rn with
‖x‖ ≤ 1/2L, we have ⌊

TT(Bs+ x)
⌉

= TT Bs.

Proof. SinceT = [ t1, . . . , tn] is a basis of the dual latticeΛ∗, we have〈t i , Bs〉 ∈ Z
for any i ∈ [n] and s ∈ Zn. Thus,TT Bs = (〈t1, Bs〉, . . . , 〈tn, Bs〉) ∈ Zn. Hence, we
only need to show that

∥∥∥TT · x
∥∥∥∞ < 1/2, that is, for anyi ∈ [n], |〈t i , x〉| < 1/2.

By the hypothesis ofT, we have‖t i‖ ≤ L. Therefore, we have that

|〈t i , x〉| ≤ ‖t i‖ · ‖x‖ < L · (1/2L) = 1/2,

which completes the proof. �

12.5.1 Description

The key-generation algorithms vary and the authors defined two key-generation
algorithms:

1. KeyGen1: This algorithm chooses a “random” lattice: GenerateR ←
{−l,−(l − 1), . . . , l − 1, l}n×n, wherel is a small integer, say 4.
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2. KeyGen2: This algorithm chooses a “rectangular” lattice: Generate noise ma-
trix R′ ← {−l, . . . , l}n×n, wherel is a small integer, say 4. Then, compute
R← R′ + kIn, wherek is a large integer, say

√
n.

Scheme 12.5.2(GGH).

KeyGen(1n): It outputs B and R, which spans the same lattice, by using
KeyGen1 or KeyGen2.

Enc(B, s): It first choosex ← Dn, whereDn ⊆ Zn and each element inDn is
short. Then, the ciphertext isp = Bs+ x.

Dec(R, p): The decryption algorithm computess = B−1R
⌊
R−1p

⌉
and outputs

it.

12.5.2 Attacks

The schemeGGH has no security proofs. Nguyen [Ngu99] reported a weak point
of GGH: the error vectorx is chosen fromDn = {−σ,σ}n. He solved the challenge
by the authors ofGGH up ton = 350 and gave the partial solution even forn = 400.
Hence, the error vector should be chosen fromDn = {−σ,−(σ − 1), . . . , σ − 1, σ}.

After several years, Lee and Hahn [LH08] solved theGGH challenge of pa-
rametern = 400 completely using Nguyen’s partial solution. This demonstrates
the security parametern must be large enough.

12.5.3 Micciancio’s Variant

In 2001, Micciancio [Mic01] gives the dual of the scheme. We give the details of
the scheme.

Scheme 12.5.3(GGH-Mic).

KeyGen(1n): It first generatesR as inKeyGen1 or KeyGen2. It next computes
an Hermite normal formB of R. Then, the public key isB and the secret key
is R.

Enc(B, x): The message vector isx ∈ Dn. Then, the ciphertext isu = x mod B.

Dec(R, u): Applying the nearest plane algorithm tou with R, it obtains the clos-
est vectorRs to the vectoru. Then outputx = Rs− u.

We note that the scheme can be considered as a lattice analogue of the Nieder-
reider encryption scheme. Micciancio’s main idea is use of Hermite normal forms
(HNFs). The benefits derived from the HNFs are simplifying the randomizing
method and reducing the sizes of the public keys and the ciphertexts. First, since
the Hermite normal form of the basis is computed deterministically, we can ig-
nore the “bad” randomness of the public keys. Second, the Hermite normal form
is upper triangle and its non-diagonal elements are smaller than the corresponding
diagonals, whose product is at most 2O(n logn). Hence the size of ciphertext is now
O(n logn).
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We finally mention the improvement by Plantard, Rose, and Susilo, which
speeds up the decryption procedure of the cryptosystem. See [PRS09] for the de-
tailed analyses and the experimental results.

12.5.4 The Variant by Paeng, Jung, and Ha

Paeng, Jung, and Ha [PJH03] proposed the technique to reduce the size of public
key. This very resemblesNTRU detailed in later. Let us fixn′ = 2n and consider
Rq = Zq[x]/〈xn − 1〉.

Their key generation algorithm first choose four polynomialsf1, f2,h1,h2 ∈ Rq.
The polynomialsf i has a large coefficientb√2nlc in some positionj i and the other
coefficients are chosen from [−l, l]. The polynomialshi are chosen from [−l, l]n.
Then, the private matrixR = Rotxn−1(R′) is

R′ =

[
f1 h1

h2 f2

]
.

If the positionsj i = 1, then this matrix is in the range of theKeyGen2.
In order to randomize the matrix, they are choseng ∈ (−q/2, q/2]n, which has

the inverseg−1 in Rq. This shows that there existgq andQ in R = Z[x]/〈xn − 1〉
such thatg⊗ gq − 1 = qQ overZ. They computed four polynomialspi as follows:

B′ =

[
p1 p2

p3 p4

]
=

[
f1 h1

h2 f2

]

︸    ︷︷    ︸
R′

⊗
[
g q
Q gq

]

︸   ︷︷   ︸
U−1

.

It is easy to verify Rotxn−1(U−1) has a determinant 1, sinceg× gq− qQ = 1 overZ.
They replaced the key-generation algorithm inGGH with the above andR =

Rotxn−1(R′) andB = Rotxn−1(B′) as the secret and the public key. This drastically
reduce the length of key, the size ofB is 22.3kB even if we setn = 1001 and take
80-bit primeq.

Unfortunately, after four years, Han, Kim, and Yeom [HKY07] analyzed the
PJH variant up ton = 1001. They reported they can recover the secret keyR′ from
B′ within 10 minutes computations. They observed thatg ⊗ P2 = qP1 + h1 over
Z. This indicates the total system is broken ifh1 andq are recovered, since we can
find g from h1 andq by the above equation and also other variables. In addition,
the lattice spanned by Rotxn−1(p2) has very short vectorh1 and other vectors in the
lattice will very long asq. Using this property, they recoveredh1 andq from p2

heuristically. For the details, see the original paper [HKY07].

12.6 NTRU

Although we already introduced this encryption scheme inChapter 9, we review
it in the context of the lattice-based encryption schemes. See the introduction of
NTRU in Section 9.1.
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12.6.1 Description

For details, see the original paper [HPS98] and the proposals of the parame-
ters [HS00, HGSW05, HHGP+07, WHGH+08, HHHGW09].

For a positive integern which is often set as a prime, NTRU is defined on a
quotient ringR = Z[x]/〈xn − 1〉. For a positive integer or a small polynomialq, we
denoteZ[x]/〈q, xn − 1〉 by Rq.

Intuitively, the security is based on the hardness to factor a product of two short
polynomials inRq.

Scheme 12.6.1(NTRUEncrypt). Let n denote the dimension ofRq. The subsets of
Rq, L f , Lg, Lm, Lr , andLF are defined later. They are used for key generation,
encryption, and decryption.

Setup(1n): Given the security parameter 1n, output 1n.

KeyGen(param= 1n): Choosef ← L f andg← Lg with the constrain thatf is
invertible inRq andRp. SetFq ← f−1 in Rq. Computeh ← p⊗ g⊗ Fq in Rq.
The public key ish and the secret key isf .

Enc(ek= h,msg= m): The plaintext ism ∈ Lm. Generate a random polyno-
mial r ← Lr and computec← h ⊗ r + m in Rq. The ciphertext isc.

Dec(dk = f , ct = c): The ciphertext isc ∈ Rq. Computea′ ← f ⊗ c in Rq. Com-
putea← p⊗g⊗r +f⊗m in R from a′ by using a centering algorithm. Compute
Fp← f−1 in Rp. Computem′ ← Fp ⊗ a in Rp. The obtained plaintext ism′.

The decryption correctly works since the parameters are chosen carefully to
ensure thata = p⊗ g⊗ r + f ⊗m in Rwith high probability. We omit the details of
the parameter setting; see the original paper or the papers on instantiations [HPS98,
WHGH+08, HHHGW09].

Let T denote{−1, 0,+1}n. T (d1, d2) denotes the subset ofT such that each
polynomial inT (d1,d2) has exactlyd1 coefficients set to 1 andd2 coefficients set
to −1. For an integera and a subsetS ⊆ Rq, we defineaS as{af : f ∈ S}. For a
subsetS ⊆ Rq, S∗ denotes the set of the polynomials inS which have the inverses
in Rq, i.e.,S∗ = {f ∈ S : ∃f−1 ∈ Rq}.

There are five instantiations of NTRU, NTRU-1998 [HPS98], NTRU-
2001 [HS00], NTRU-2005 [HGSW05], NTRU-2007 [HHGP+07], and NTRU-
2008 [WHGH+08, HHHGW09]. For simplicity, we only consider NTRU-1998
and NTRU-2008 in this paper. The following table summarizes the parameter sets
of these instantiations.
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Parameter Sets q p L f Lg Lm Lr LF

NTRU-1998 2k 3 T (df ,df − 1)∗ T (dg,dg) T T (dr ,dr ) -

NTRU-2001 prime 2+ α {1 + p⊗ F : F ∈ LF }∗ B(dg) B B(dr ) B(dF )

NTRU-2005 prime 2 {1 + p⊗ F : F ∈ LF }∗ B(N/2)∗ B X(dr ) X(dF )

NTRU-2007 2k 3 {1 + p⊗ F : F ∈ LF }∗ T (df ,df − 1)∗ T (df ,df − 1) T (df ,df − 1) T (df ,df − 1)

NTRU-2008 2k 3 {1 + p⊗ F : F ∈ LF }∗ T (dg,dg) T T (dr ,dr ) T (dF )

Interpretation as the Micciancio variant of the GGH encryption: Here, we
note an interpretation in Micciancio and Goldwasser [MG02] and Micciancio and
Regev [MR08]. We have already defined the NTRU lattice [CS97] in Section 9.3.
For a secret key (f ,g) and a public keyh, the NTRU latticeΛh is defined as

Λh = L(H) = Λq(C) = Λ⊥q (A),

where

H =

[
Rotxn−1(1) Rotxn−1(0)
Rotxn−1(h) Rotxn−1(q)

]
,

C =
[
RotTxn−1(f ) RotTxn−1(p⊗ g)

]
,

A =
[
−Rot(h) Rot(1)

]
.

Notice thatH is indeed an Hermite normal form becauseh ∈ [0,q − 1]n. Notice
also thatΛh contains As the consequence, it contains the short vector (f , pg), since
−f ⊗ h + pg ≡ 0 (modq).

Consider the vector (−r ,m) and reduce it moduloH.
[−r
m

]
mod

[
Rotxn−1(1) Rotxn−1(0)
Rotxn−1(h) Rotxn−1(q)

]
=

[
0

m + h ⊗ r modq

]
.

This indicates the encryption procedure corresponds to that of Micciancio’s variant.

12.6.2 Attacks

In the next year, Coppersmith and Shamir [CS97] proposed a lattice-based attack
against NTRU using the above notions. They studied NTRU lattices and observed
that a secret key comprises of a half of a short basis of the NTRU lattice which
is generated by the correspondent public key of the cryptosystem. They also ob-
served that a ciphertext is the remainder of the concatenation of a message vector
and a random vector modulo the NTRU lattice. May [May99], , see Jaulmes and
Joux [JJ00], Han, Hong, Han, and Kwon [HHHK03], Howgrave-Graham, Nguyen,
Pointcheval, Proos, Silverman, Singer, and Whyte [HGNP+03], Meskanen and
Renvall [MR06], and Gama and Nguyen [GN07].
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12.7 The Regev03 Encryption Scheme

Regev [Reg04b] improved the Ajtai-Dwork public-key encryption schemeAD. The
underlying assumption is the worst-case hardness of uSVP with a factorÕ(n1.5).
We can consider the scheme as a 1-dimensional version ofAD-GGH.

12.7.1 Description

Scheme 12.7.1(mR03 [Reg04b, KTX07]). All the participants agree with the pa-
rametersn, r, andδ(n) = ω(n1+r

√
logn), the precision 2−8n2

, and the sizep of the
plaintext space. We defineHr = {h ∈ [

√
N, 2
√

N) : frc (h) < 1/(8nrm)}.
Setup(1n): Given the security parameter 1n, output 1n.

KeyGen(1n): We chooseh ∈ Hr uniformly at random and setd = N/h. Choos-
ingα ∈ [2/δ(n), (2

√
2)/δ(n)), we samplemvaluesz1, . . . , zm from the distribu-

tion Φh,α, wherezi = (xi +yi)/h (i = 1, . . . ,m) according to the above sampling
procedure. Letai = bNzic for every i ∈ {1, . . . ,m}. Additionally, we choose
an indexi1 uniformly at random from{i : xi . 0 modp}. Then, we compute
k ≡ x j mod p. The decryption key isdk = (d, k) and the encryption key is
ek= (a1, . . . ,am, i1).

Enc(ek= (a1, . . . ,am, i1),msg= t): Let σ ∈ {0, . . . , p − 1} be a plaintext. We
choose a uniformly random subsetS of {1, . . . ,m}. The ciphertext isw =(∑

i∈S ai + t
⌊
ai1/p

⌉)
modN.

Dec(dk = (d, k), ct = w): For a received ciphertextw ∈ {0, . . . ,N − 1}, we com-
puteτ = w/d mod 1. We decrypt the ciphertextw to bpτe k−1 mod p, where
k−1 is the inverse ofk in Zp.

12.7.2 Security and Attacks

The security is summarized as follows:

Theorem 12.7.2.For any constantr > 0, let δ(n) = ω(n1+r
√

logn) and letp(n) be
a prime such that2 ≤ p(n) ≤ nr . The cryptosystemmR03 encrypts a

⌊
log p(n)

⌋
-

bit plaintext into an8n2-bit ciphertext with decryption error probability at most
2−Ω(δ2(n)/(n2rm)) + 2−Ω(n). The security ofmR03 is based on the worst case of
O(δ(n)

√
n)-uSVP.

On the attacks, we found only Izmerly and Mor [IM06] gave the CCA1 attack
against the original schemeR03.

12.8 The Regev05 Encryption Scheme

In 2005, Regev [Reg09] proposed a lattice-based public-key encryption scheme
based on the LWE problem. Formally, the dLWE(q, χ) assumption is defined as
follows:
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Definition 12.8.1(dLWE assumption). For q = q(n), a distributionχ, and an ad-
versaryA, define the advantage of the adversary as follows:

AdvdLWE(q,χ),A(n) = |Pr[AAs,χ(1n) = 1] − Pr[AU(1n) = 1]|,

where probability is taken bys ← Zn
q and random coins ofA. We say

that the dLWE(q, χ) assumption holds if for any polynomial-time adversary,
AdvdLWE(q,χ),A(n) is negligible inn.

Before reviewingLWE-PKE, we consider the following simple symmetric-key
encryption schemeLWE-SKE based on the dLWE(q, χ) assumption.

Enc(dk = s ∈ Zn
q,msg= w ∈ {0, 1}): It generatesa← Zn

q andx← χ randomly,
and outputs (a, v = 〈a, s〉 + χ + wbq/2e).

Dec(dk = s, ct = (a, v)): It computesd = v − 〈a, s〉 and outputs 0 if|d|q ≤ q/4
and 1 otherwise.

Notice that the ciphertext of 0 is the sample fromAs,χ. One cannot distinguish the
ciphertexts of 0 and 1 if the dLWE(q, χ) assumption holds.

Regev’s encryption scheme,R05, is obtained fromLWE-SKE as follows: The
public key ismciphertexts of 0. The ciphertext ofR05 is the random sum of the ci-
phertexts pluswbq/2e. SinceLWE-SKE is bounded homomorphic, the decryption
works correctly.

The security proof is done by as follows: The public key (m samples from
As,χ) and the uniform distribution are computationally indistinguishable. Hence,
we can replace the public key and the random vectors overZn

q×Zq. In addition, the
random sum of the random vectors is almost uniformly distributed by the leftover
hash lemma. Therefore, the adversary cannot distinguish the ciphertexts of two
messages after the replacement.

12.8.1 Description

Scheme 12.8.2(LWE-PKE [Reg09]). Define the functiont(a) = baq/pe modq
for a ∈ Zp. Naturally, for the vectora = (a1, . . . ,al) ∈ Zl

p, we definet(a) =

(t(a1), . . . , t(al)) ∈ Zl
q.

Setup(1n): On input the security parametern, it outputs the random matrixA ∈
Zn×m

q asparam.

KeyGen(param= A): It generatesS ← Zn×l
q and X ← χm×l . It outputsP =

ATS+ X ∈ Zm×l
q .

Enc(param= A, ek= P, b): For messagev ∈ Zl
p, define the new vectorw =

t(b) ∈ Zl
p. Choose a vectore ← {0,1}m ⊂ Zm

q uniformly at random. The
ciphertext is the pair (u, c) = (Ae, PTe+ w) ∈ Zn

q × Zl
q.

Dec(dk = S, ct = (u, c)) . Computed = c − STu ∈ Zl
q. Output the plaintext

b ∈ Zl
p with di − t(bi) ∈ Zq is closest to 0.
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Theorem 12.8.3(Correctness, [PVW08, Lemma 7.2]). For q ≥ 5mp and α ≤
1/(p

√
m · ω(logn)), the above scheme is correct.

Proof. Notice that

d = c− STu = PTe+ w− ST Ae = XTe+ w.

Let X = [x1, . . . , xl ]. Then, to prove the correctness, we need to show that for any
i ∈ [l], |xT

i e| < q/2p with overwhelming probability.
We first fix somei ∈ [l]. By the construction,x ← bqye modq, wherey ←

N(0, α2/2π)m. Considerx′ ← bqye. Notice that if|x′Te| < q/2p then|xTe| is also
smaller thanq/2p. Hence, it suffices to show that|x′Te| < q/2p with overwhelming
probability.

By the construction, we have that‖x′ − qy‖ ≤ √m/2. In addition, we have that

|x′Te| ≤ |(x′ − qy)Te| + q|yTe| ≤ m/2 + q|yTe|

by the Cauchy–Schwartz bound. Since,q > 5mp, it suffices to show|yTe| < 2/5p.
(if so, we havem/2 + q|yTe| < q/(10p) + 4q/(10p) = q/2p.)

Since Gaussian has a regenerativity, the random variableyTe is distributed as
the Gaussian whose variance is at mostmα2/2π. Thus, we have that for anye ∈
{0, 1}m,

Pr[|yTe| > 2/5p] ≤
√

mα√
2π2/5p

· exp

(
−π (2/5p)2

mα2

)
= exp(−ω(logn)),

sinceα < 1/(p
√

m · ω(
√

logn)). �

Notes: The original Regev encryption scheme is parametrized byp = 2 and
l = 1. Kawachi, Tanaka, and Xagawa [KTX07] improved the ciphertext blowup
by factorO(logn) by setp = nc ≥ 2 for some constantc > 0 without changing
the public key. Peikert, Vaikuntanathan, and Waters [PVW08] proposed amortiz-
ing techniquel ≥ 1. Micciancio and Regev [MR08] changed the domain of the
randomness{0,1, . . . , σ}m instead of{0,1}m.

12.8.2 Security Proof

First, we can change the real key [A; PT ] with the fake key [A; PT ] which is dis-
tributed overU(Z(n+l)×m

q ) under the dLWE assumption. If we use the fake key,
the ciphertext contains no information of a message, since [A; PT ] is uniformly
distributed and it is universal as the hash functions.

Theorem 12.8.4(IND-CPA Security, adapted [Reg09, KTX07, PVW08]). Letm≥
((1 + δ)n + l) logq for some constantδ > 0. The schemeLWE-PKE is IND-CPA
secure under thedLWE(q, χ) assumption.
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Combining this theorem and the arguments inSection 2.4.3, the security is
reduced from the quantum hardness of SIVPγ or GapSVPγ.

Proof. Let ε denote the advantage of the adversaryA against IND-CPA game.
We consider the followingl+1 games. InGamei , the public key is computed as

follows: First,A← Zn×m
q . Next, take samplessi+1, . . . , sl ← Zn

q andxi+1, . . . , xl ←
χm. Then, computepj ← AT sj + x j for j = i + 1, . . . , l. In addition, takei samples
p′1, . . . , p′i ← Zm

q . The public key isA andP = [ p′1, . . . , p′i , pi+1, . . . , pl ].
Game0 is the original IND-CPA game. In addition, inGamel , the public key is

now uniformly at random. LetSi be an event that the adversaryA wins inGamei .
Then, we have that

|Pr[S0] − 1/2| = ε and|Pr[Sl ] − 1/2| ≤ q−
1
2δn = negl(n).

The latter inequation follows from the leftover hash lemma (seeSection 4.3.1). By
using the hybrid argument, there is an indexi ∈ [l] such that

|Pr[Si−1] − Pr[Si ]| ≥ ε/l − q−δn/2/l.

However, if there exists such index, we can solve the dLWEq,χ problem as follows:
Take them samples (A, p∗) from the oracle of dLWEq,χ problem. Then, make a
public key (A, P), wherep′j ← Zm

q for j = 1, . . . , i −1, pi = p∗, andpj = AT sj + x j

for j = i + 1, . . . , l. If the oracle isU(Zn+1
q ), then the simulation is forGamei−1. If

the oracle isAs,χ, then the simulation is forGamei . Hence, we have that

AdvdLWE(q,χ)(n) ≥ ε/l − q−δn/2/l.

This shows that

ε = Adv ind-cpa
LWE-PKE,A(n) ≤ l · AdvdLWE(q,χ)(n) + q−δn/2

and completes the proof. �

12.8.3 Attacks

The following TB-CCA1 attack is due to Izmerly and Mor [IM06] and Xagawa.
For simplicity, we considerR05 with p = 2 andl = 1. By these specification,

the public parameter isA ∈ Zn×m
q , the secret key iss ∈ Zn

q, the public key isp =

AT s+x ∈ Zm
q , the encryption of the messagev ∈ {0,1} is (u, c) = (Ae, pTe+vbq/2e)

for somee ∈ {0,1}m. The decryption algorithm outputs 0 ifd = c− uT s is close to
0, outputs 1 otherwise. Specifically, the decryption algorithm outputs 0 if|d| ≤ q/4.

We describe how to extract the first coordinates1 of the secret keys. The other
coordinates are extracted by a slight modification. Lett denotebq/4c. Let us set
u = (1,0, . . . ,0). Then, in decryption, the variabled is set to bec − s1 modq,
wheres1 is the first coordinate of the secret key,s. Slidingc, we can detect when
d is firstly larger thant since the response switches from 0 to 1. Letc∗ denote the
value such thatc∗ − s1 = t. By solving this, we haves1 = c∗ − t.
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12.8.4 Extensions

As mentioned in the introduction, there are several security proofs of the variant
of the schemeLWE-PKE. Akavia, Goldwasser, and Vaikuntanathan showed the
key-leakage security of the scheme under dLWEq,χ assumption in the smaller di-
mensionn′ < n.

Applebaum, Cash, Peikert, and Sahai [ACPS09] proposed a simple variant of
LWE-PKE, whereq = p2 and the secret key is chosen fromχn and s ∈ Zn

p ⊂
Zn

q. They showed the key-dependent message security of their variant; in the key-
dependent message CPA game, the adversary chooses a functionft,w : Zn

p → Zp,
where ft,w(s) = 〈t, s〉 + w mod p.

In addition, Lyubashevsky, Palacio, and Segev [LPS10] proposed that the vari-
ant ofLWE-PKE whose security is based on the subset sum problem.

12.9 The Gentry–Peikert–Vaikuntanathan “Dual” en-
cryption scheme

They observed that the “dual” ofLWE-PKE is also a public-key encryption scheme:
The public key is (A,u = Ae) and the ciphertext is (p = AT s+ x, c = uT s+ x +

wbq/2e). The decryption is done by computingd← v− eT p = wbq/2e − eT x + x
and rounding it.

The point is the public key (A,u) is uniformly chosen fromZn×m
q × Zn

q.
This yields an identity-based encryption by combining the GPV signature scheme
in Section 11.3(seeSection 14.3). We note that the distribution of the public key
(A, p) of LWE-PKE is somewhat sparse inZn×m

q × Zm
q .

12.9.1 Description

Scheme 12.9.1(Dual [GPV08]).

Setup(1n): On input the security parameter 1n, output the random matrixA ∈
Zn×m

q asparam.

KeyGen(param= A): GenerateE ← Dl
Zm,s. The encryption key isek = U ←

AE ∈ Zn×l
q . The decryption key isdk = E ∈ Zm×l .

Enc(ek= U,msg= b): Generates ← Zn
q, xp ← χm, andxv ← χl . Compute

p = AT s + x ∈ Zm
q . In addition, computev = UT s + xv ∈ Zl

q. For message
b ∈ Zl

p, computew = t(b) ∈ Zl
q. Then, the ciphertext is (p, c = v + w).

Dec(dk = e, ct = (p, c)) . Computed = c − ET p ∈ Zl
q. Output the plaintext

b ∈ Zl
p with di − t(bi) ∈ Zq is closest to 0.

Theorem 12.9.2(Correctness, [GPV08, Theorem 7.1]). Let χ = Ψ̄α, q ≥ 5(m +

1)ps, andα ≤ 1/(ps
√

m+ 1 · ω(logn)). The above scheme is correct.
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Proof. For simplicity, we only show the correctness wherel = 1. The other case
can be proved in the same manner. Notice that

d = c− eT p = uT s+ xv + w− eT AT s− eT xp = w + xv − eT xp.

Hence, to prove the correctness, we will show that|xv − eT xp| < q/2p overZ. No-
tice that by the construction, we have‖e‖ ≤ s

√
mwith overwhelming probability.

To obtain the above upperbound, it suffices to show that|xTe| < q/2p where
x← Ψ̄m+1

α and for anye ∈ Zm+1 such that‖e‖ ≤ s
√

m+ 1.
As in the previous correctness proof ofTheorem 12.8.3, we replacex with

x′ and y. By the construction,x ← bqye modq, wherey ← N(0, α2/2π)m+1.
Considerx′ ← bqye. Notice that if |x′Te| < q/2p then |xTe| is also smaller than
q/2p. Hence, it suffices to show that|x′Te| < q/2p with overwhelming probability.
By the construction, we have that‖x′ − qy‖ ≤ √m+ 1/2. In addition, we have that

|x′Te| ≤ |(x′ − qy)Te| + q|yTe| ≤ s(m+ 1)/2 + q|yTe|
by the Cauchy–Schwartz bound. Since,q > 5(m+ 1)ps, it suffices to show|yTe| <
2/5p. (if so, we haves(m+ 1)/2 + q|yTe| < q/(10p) + 4q/(10p) = q/2p.)

Since Gaussian has a regenerativity, the random variableyTe is distributed as
the Gaussian whose variance is‖e‖α2/2π. Thus, we have that for anyewith ‖e‖ ≤
s
√

m+ 1,
Pr[|yTe| > 2/5p] = exp(−ω(logn)),

sinceα < 1/(ps
√

m+ 1 · ω(
√

logn)). �

12.9.2 Security Proof

It easy show the IND-CPA security assuming the dLWEq,χ is hard on average.
Notice thatU is distributed almost uniformly overZn×l

q if s = ω(logn).

Theorem 12.9.3(IND-CPA Security, adapted [GPV08]). Let m ≥ 2(n + l) logq
ands = ω(

√
logm). Then the schemeDual is IND-CPA secure under thedLWEq,χ

assumption.

Proof. Assume that there exists an adversaryA that wins the IND-CPA game with
advantageε.

We consider the following 3 games.Game0 is the original IND-CPA game.
In Game1, we replace the public key with (A,U) ← Zn×m

q × Zn×l
q . In Game2, we

replace the generation method of the challenge ciphertext as follows: Let (p′, v′)←
U(Zm

q × Zl
q). Then, the target ciphertext is (p′, c′ = v′ + t).

Let Si be an event that the adversaryA wins in Gamei . Then, we have that

|Pr[S0] − 1/2| = ε, |Pr[S0] − Pr[S1]| ≤ negl(n), |Pr[S2] − 1/2| = 0.

The second inequation follows fromCorollary 10.5.5and our parameter settings.
In addition, we have

|Pr[S1] − Pr[S2]| ≤ AdvdLWE(q,χ)(n).
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Takingmsamples (A, p) andl samples (U, v) from the oracle of the dLWE problem,
simulate the game with the adversaryA. If the oracle isAs,χ, we have simulated
Game1, otherwise, we have simulatedGame2. Then, it follows.

These argument show that

ε = Adv ind-cpa
LWE-PKE,A(n) ≤ AdvdLWE(q,χ)(n) + negl(n)

and completes the proof. �

12.9.3 Attacks

The TB-CCA1 attack below follows the attack by Izmerly and Mor [IM06] and
Xagawa.

For simplicity, we considerDual with p = 2 andl = 1. By these specification,
the public parameter isA ∈ Zn×m

q , the secret key ise ∈ Zm, the public key is
u = Ae ∈ Zn

q, the encryption of the messageb ∈ {0,1} is (p, c) = (AT s+ xp, uT s+

xv + bbq/2e). The decryption algorithm outputs 0 ifd = c − eT p is close to 0,
outputs 1 otherwise. Specifically, the decryption algorithm outputs 0 if|d| ≤ q/4.

The idea is same as that in the attack againstR05. We describe how to extract
the first coordinatee1 of the secret keye. The other coordinates are extracted by
a slight modification. Lett denotebq/4c. Let us setp = (1,0, . . . ,0). Then, in
decryption, the variabled is set to bec− e1 modq. Slidingc, we can detect when
d is firstly larger thant since the response switches from 0 to 1. Letc∗ denote the
value such thatc∗ − e1 = t. By solving this, we havee1 = c∗ − t.

12.10 The Peikert–Waters “Lossy” Trapdoor Functions

Peikert and Waters [PW08] defined lossy trapdoor functions (LTDFs) and all-but-
one trapdoor functions (ABO TDFs).

Intuitively, LTDFs have two mode: lossy mode and invertible mode. In invert-
ible mode, the legitimate user with a trapdoor can invert the his function. However,
in lossy mode, any user cannot information theoretically. In addition, the keys in
lossy mode and invertible mode are computationally indistinguishable.

The precise definition is given as follows: Letn be the security parameter, and
λ(n) represent the input length of the function,κ(n) represent the lossiness of the
collection. For convenience, we define the residual leakageρ(n) = λ(n) − κ(n).

Definition 12.10.1 (Lossy trapdoor functions, [PW08]). Consider a following
schemeLosTDF = (Gen,Eval, Inv). Let us suppose thatmode ∈ {inj, los}.
Gen(1n,mode): A generation algorithm, given the security parameter 1n, and

works as follows:
• If mode = inj, it outputs (a, t).
• If mode = los, it outputs (a,⊥).
These defines the functionsfa : {0,1}λ → Rn.
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Eval(a, x): An evaluation algorithm, given the indexa andx ∈ {0,1}λ, it outputs
fa(x).

Inv(a, t, y): An inversion algorithm, given the set of (a, t) generate by
Gen(1n, inj) andy = fa(x) ∈ Rn, it outputsx.

We sayLosTDF is a collection of (λ, κ)-lossy trapdoor functions if the following
conditions hold:

Easy to sample an injective function with trapdoor: Consider (a, t) ←
Gen(1n, inj). Then, the functionfa is aninjectivefunction andInv with input
(a, t, y = fa(x)) efficiently retrievesx.

Easy to sample a lossy function:Consider (a,⊥) ← Gen(1n, los). Then, fa :
{0,1}λ → Rn has image size at most 2ρ = 2λ−κ, that is,

∣∣∣ fa({0, 1}λ)
∣∣∣ ≤ 2ρ.

Hard to distinguish injective from lossy: The first outputs ofGen(1n, inj) and
Gen(1n, los) are computationally indistinguishable.

Definition 12.10.2(All-but-one trapdoor functions, [PW08]). Consider a follow-
ing schemeABOTDF = (Gen,Eval, Inv). Let Vn be a set of branches.

Gen(1n, v∗): A generation algorithm, given the security parameter 1n and lossy
branchv∗ ∈ Vn, and outputs (a, t), wherea is a function index andt is its
trapdoor. The indexa defines the functionga(·, ·) : Vn × {0,1}λ → Rn.

Eval(a, v, x): An evaluation algorithm, given the indexa, a branchv ∈ Vn, and
x ∈ {0, 1}λ, it outputsga(v, x) = ga,v(x).

Inv(t, v, y): An inversion algorithm, given the trapdoort andy = ga,v(x) ∈ Rn, if
v , v∗ outputsx.

We sayABOTDF is a collection of (λ, κ)-all-but-one trapdoor functions if the fol-
lowing conditions hold:

Easy to sample an injective function with trapdoor: Consider (a, t) ←
Gen(1n, v∗). Then, for anyv , v∗, the functionga,v is an injective function
andInv with input (t, v, y = ga,v(x)) efficiently retrievesx.

Loss on the lossy branch:Consider (a, t) ← Gen(1n, v∗). Then, ga,v∗ :
{0,1}λ → Rn has image size at most 2ρ = 2λ−κ, that is,

∣∣∣ga,v∗({0, 1}λ)
∣∣∣ ≤ 2ρ.

Hidden lossy branch: Consider the following game: An adversaryA outputs
(v0, v1) ∈ V2

n, is given a function indexa, where (a, t) ← Gen(1n, vb) and
b← {0, 1}, and outputsb′. For any polynomial-time adversaryA,

∣∣∣∣∣Pr[b′ = b] − 1
2

∣∣∣∣∣ ≤ negl(n).

It is easy to show that LTDFs are one-way. In addition, LTDFs yields ABOTDfs
with two branches and thel-time use of (n,n − r)-ABOTDFs with branch set
V = {0,1} yields (n,n − lr )-ABOTDfs with branch setV = {0, 1}l . Furthermore,
they yields pseudorandom generators, collision-resistant hash families, and thus
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one-time secure signature schemes. (See [PW08, Section 3]). Using them, they
construct encryption schemes and oblivious transfers.

Peikert and Waters instantiated LTDFs and ABO TDFs based on the DDH
assumption and the LWE assumption. Following their result, many researchers
proposed LTDFs and ABO TDFs under several assumptions.

It is worth to note how we obtain the idea of lossy trapdoor functions. Recall
LWE-PKE. The ciphertext ofb with a randomnesse is

[
u
c

]
=

[
A
PT

]
· e+

[
0

bq/pc b
]

and a legitimate receiver can retrieve the vectorb rather thane. To retrievee, we
setl = mand consider the following function

[
u
c

]
=

[
A

PT + bq/pc Im

]
· e =

[
A
PT

]
· e+

[
0

bq/pce
]
.

Obviously, we can retrievee. This is the main idea of Peikert and Waters and
the DDH construction is done by the same idea. However, to apply this idea to
LWE-PKE, they need to circumvent several obstacles, for example, the noise may
leak the information and we cannot ensure lossiness. We describe the circumven-
tions in the following sections.

12.10.1 Descriptions of Lattice-Based Lossy Functions

Matrix Concealer

We start with recalling matrix concealer, which makes the function index. This
definition is as known asmatrix encryption.

GenConcealχ(1n,m, l): The inputs are the security parameter 1n, and integers
m, l = poly(n). First generate two random matricesA ← Zn×m

q andS← Zn×l
q

and an error matrixX ← χm×l . Then outputC = [ A; PT ], whereP = ATS+

X ∈ Zm×l
q .

Although notation is changed, this algorithm is the same as the key-generation al-
gorithm of LWE-PKE. Hence, the outputC of GenConcealχ is computationally
indistinguishable fromU(Z(n+l)×m

q ) if m, l = poly(n) and dLWEq,χ is hard on aver-
age. The proof is obtained by the hybrid argument on the columns ofP.

The following lemma will be used later.

Lemma 12.10.3([PW08]). Leth,w, p be positive integers. Letq ≥ 4ph, let 1/α ≥
8p(m + g) for someg > 0, and letχ = Ψ̄α. Then except with probability at most
w · 2−g over the choice ofX ← χm×l , the following holds: for every row vector
e = (e1, . . . ,em) ∈ {0,1}m, each entry of1qXe ∈ Tl has absolute value less than14p.
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Lossy TDFs

For a while we assume thatp = 2k for somek ≥ 1. Define a special row vector
g = [1,2, . . . ,2log p−1 = p/2] ∈ Zk. Then, we defineG = Ih ⊗ g ∈ Zh×hk

q , where⊗
denotes the Tensor product. Illustratively, we have

G =



g 0 . . . 0
0 g . . . 0
...

...
. . .

...

0 0 . . . g



By using 2-base representation, we can define the invertible functionencode(w) =

e = (e1, . . . ,ek) ∈ {0,1}k such thatg · e = w for any w ∈ Zp. We mapw =

(w1, . . . ,wl) ∈ Zh
p into e = encode(w) ∈ {0, 1}hk and vice verse. Then we have that

Ge= w.
The description of the construction is given as follows:

Scheme 12.10.4([PW08]). Let us setm = lk.

Gen(1n,mode ∈ {inj, los}): The algorithm first invokesGenConcealχ(1n,m, l)
to generate a matrixC = [ A; PT ] ∈ Z(n+l)×m

q and a trapdoorS ∈ Zn×l
q , where

P = ATS+ X.
• If mode = inj, output the function indexY = [ A; PT + M ] ∈ Z(n+l)×m

q and
the trapdoorS, whereM = t(G).
• If mode = los, output the function indexY = C.

Eval(Y,e): Let Y be a function index ande ∈ {0, 1}m. Outputz = Ye∈ Z(n+l)
q .

Inv(S, z): Parsez as (u, v) ∈ Zn
q × Zl

q. Then computed ← v − STu and let
w = t−1(d) ∈ Zl

p. Finally outpute← decode(w) ∈ {0,1}m.

The index-generation algorithm is the same asLWE-PKE.KeyGen if mode =

los. But, in the case wheremode = inj, the key is changed toP+ M . Crucially, this
change allows us to recovere with the trapdoorS. It is obvious that the adversary
distinguishes [A; PT + M ] from [ A; PT ] yields the adversary distinguishes [A; PT ]
and [A; P′T ], whereP′ is drawn fromZm×l

q uniformly at random.
The correctness follows from the correctness conditions ofLWE-PKE. The

main part is the following lossiness proof.

Theorem 12.10.5([PW08]). Let q ≥ 4lp log p andχ = Ψ̄α with 1/α ≥ 16pm =

16lp log p. Then the above algorithms define a collection of almost-always(m,m′)-
lossy TDFs under thedLWEq,χ assumption, wherem = n log p and the residual
leakager = m−m′ is

r ≤ m
l

(
n + (n + l) logp (q/p)

)
.

Proof. Lossiness is computed as follows: LetY = [ A|PT = ST A + XT ] be a
function index produced byGen(1n, los).

Eval(Y,e) = (u, v) = Ye= (Ae,ST Ae+ XTe).
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The number of possible values foru is at mostqn. Givenu, the number of possible
values forvis exactly the number of possible values forXTe. The latter quantity is
at most (1+q/2p)l ≤ (q/p)l . Hence the total number of outputs is at mostqn·(q/p)l .
Therefore,

r ≤ n · logq + l · log (q/p) = m · n logq
l log p

+
m

log p
· log (q/p)

=
m
l

(
n + (n + l) logp (q/p)

)
.

�

We omit how to construct all-but-one trapdoor functions from dLWEq,χ as-
sumption but note they construct directly all-but-one trapdoor functions from as in
the above rather than general construction we already mentioned. For the details,
see [PW08].

12.10.2 Description of Encryption Scheme

After the constructions of lossy TDFs and all-but-one TDFs, they gave an IND-
CCA2 secure encryption scheme based on them. We review the construction here.

Scheme 12.10.6(PW-PKE [PW08]). Let LosTDF = (L.Gen, L.Eval, L.Inv) and
ABOTDF = (A.Gen,A.Eval,A.Inv) be (λ, κ)-lossy and (λ, κ′)-ABO trapdoor func-
tions with branch setV = {0, 1}v. We require the total residual leakage is

ρ + ρ′ = 2λ − κ − κ′ ≤ λ − a,

for somea = a(n) = ω(logn). Let OTS = (O.KeyGen,O.Sign,O.Ver) be a one-
time secure signature scheme with verification-key spaceV = {0,1}v. LetH be
a universal family of hash functions from{0,1}λ → {0, 1}l , where 0< l ≤ a −
2 log 1/ε for some negligibleε = ε(n). The message space is{0,1}l .
KeyGen(1n): Given 1n, it generates (a, t) ← L.Gen(1n, inj), (a′, t′) ←

A.Gen(1n,0v), and a hash functionh ← H . The encryption key isek =

(a,a′,h) and the decryption key isdk = (t, t′,ek).

Enc(ek= (a, a′, h),msg∈ {0, 1}l): It generates a key pair (vk, sk) ←
O.KeyGen(1n), choosesx← {0,1}λ uniformly at random. It computes

c1 = L.Eval(a, x) = fa(x), c2 = A.Eval(a′, vk, x) = ga′,vk(x), c3 = m⊕ h(x).

Finally, it signs the triplet (c1, c2, c3) asσ ← O.Sign(sk, (c1, c2, c3)). Then, it
outputs the ciphertextct = (vk, c1, c2, c3, σ).

Dec(dk = (t, t′,ek), ct = (vk, c1, c2, c3, σ): It first checks that
O.Ver(vk, (c1, c2, c3), σ) = 1. If not, it outputs⊥ and halts. It then
computesx ← L.Inv(t, c1), and checks thatc1 = fa(x) andc2 = ga′,vk(x); if
not, it outputs⊥ and halts. Finally, it outputsm← c3 ⊕ h(x).
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Theorem 12.10.7([PW08, Theorem 4.2]). The above scheme is IND-CCA2 se-
cure.

We only give the games in the proof and intuitions.

• The gameGame0 is the original IND-CCA2 game, which induces the target
ciphertextct∗ = (vk∗, c∗1, c

∗
2, c
∗
3, σ

∗).

• In Game1, they changed the decryption oracle which rejects the queryct =

(vk, c1, c2, c3, σ) if vk = vk∗. If it happens, the one-time security ofOTS is
violated.

• In Game2, they replace the lossy branch 0v with vk∗. The distance between
Game1 andGame2 is ensured by the hidden branch property.

• In Game3, the decryption oracles retrievex by A.Inv(t′, vk, c2) instead of
L.Inv(t′, c1). This change makes no difference sincefa andga,vk is injective.

• In Game4, they replace the injective function with a lossy function. The dis-
tance betweenGame1 andGame2 is ensured by the “hard to distinguish in-
jective from lossy” property.

• In Game5, they replace the componentc∗3 with a uniformly random string over
{0,1}l . Sinceh is extractor, this only makes a statistical difference.

We note that we have no need to signc1. This observation is due to Matsuda,
Nishimaki, and Tanaka [MNT10], who proposed an IND-CCA2 secure proxy re-
encryption scheme based on the LTDFs based on the DDH assumption.

Notes: Unfortunately, the above scheme instantiated from the dLWE assumption
has very huge public key, saỹO(n3), and thus it is not convenient to use the scheme
in the real world. However, the power of lossiness is curious and attractive, and
the proof techniques are very useful and powerful. We require the more efficient
construction of an IND-CCA2 secure encryption scheme.
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13
Key-Encapsulation Mechanism

Organization: Section 13.1and Section 13.2reviews the definitions on key-
encapsulation mechanism (KEM) and data-encapsulation mechanism (DEM), re-
spectively. Section 13.3reminds us of the construction of PKE from KEM and
DEM, that is, the KEM/DEM framework. Section 13.4gives the description of
Peikert’s KEM. We give a review of ideal-lattice-based versions of the encryption
schemes by Stehlé, Steinfeld, Tanaka, and Xagawa inSection 13.5.

13.1 Definitions of Key-Encapsulation Mechanism

13.1.1 Model of Key-Encapsulation Mechanism

A key-encapsulation mechanism schemeKEM with associated key spaceKn is a
triplet of algorithms (Gen,Encaps,Decaps).

Gen(1n): A key-generation algorithm, given 1n, outputs a pair of an encryption
key and a decryption key (ek, dk).

Encaps(ek,msg): An encapsulation algorithm, givenek, outputs a keyk ∈ Kn

and a ciphertextct.

Decaps(dk, ct): A decapsulation algorithm, givendk andct, returns a keyk or a
special symbol⊥.

Correctness: The correctness of a key-encapsulation mechanism is defined as
follows: With overwhelming probability the ciphertext of any keyk ∈ Kn under
an encryption keyekshould be decrypted intok, where the probability is taken by
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coins ofGen andEncaps. Formally, this requirement is denoted

Pr

k , k̃ :
(ek,dk)← Gen(1n);
(k, ct)← Encaps(ek);
k̃← Decaps(dk, ct);

 ≤ negl(n).

13.1.2 Security Notions

We adopt the standard security notions [HHK06], indistinguishability of cipher-
texts under several attacks. Roughly speaking, we say the scheme has indistin-
guishability if any polynomial-time adversary cannot distinguish a valid keyk1

from a random keyk0 with the ciphertextct of a valid key. In chosen plaintext at-
tacks (cpa), the adversary could only encrypt its chosen message and cannot use the
decryption oracle. In chosen ciphertext attacks (cca1), the adversary could query
to the decryption oracle until the adversary commits the target messages. In chosen
ciphertext attacks (cca2), the adversary could query to the decryption oracle after
it receives the target ciphertext.

We describe the formal definition as follows: Consider the experiment
Expind-atk

KEM,A(n) between the challengerC and the adversaryA, where atk ∈
{cpa, cca1, cca2}.
Experiment Expind-atk

KEM,A(n):

Setup Phase:The challenger takes the security parametern and obtains
param← Setup(1n) and (ek, dk) ← Gen(param). It givesparamandek
to the adversaryA.

Learning Phase 1: The adversary can issue queries to the oracle if atk∈
{cca1, cca2}. The oracleDec receives an inputct and returnsk ←
Decaps(dk, ct).

Challenge Phase:The adversaryA query to the challenger. The challenger
generates a random keyk0 ← Kn and a pair of a valid key and ciphertext
(k1, ct)← Encaps(param,ek). The challenger flips a coinb← {0,1}, sets
k∗ ← kb, and sends (k∗, ct∗) to the adversary.

Learning Phase 2: The adversary can issue queries to the oracle if atk=

cca2. The oracleDec receives inputct. If ct = ct∗, the challenger outputs
0 and halts. Otherwise, the oracle returnsk← Decaps(dk, ct) toA.

Guessing Phase:Finally, A outputs a guessb′ ∈ {0,1}. If b′ = b, the
challenger outputs 1, otherwise 0.

Definition 13.1.1. Let KEM = (Setup,Gen,Encaps,Decaps) be a key-
encapsulation mechanism,A an adversary, andn a security parameter. We define
the advantage ofA as

Adv ind-atk
KEM,A(n) =

∣∣∣∣∣Pr
[
Expind-atk

KEM,A(n) = 1
]
− 1

2

∣∣∣∣∣ .
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We say thatKEM is ind-atk secure ifAdv ind-atk
KEM,A(·) is negligible for every

polynomial-time adversaryA, where atk∈ {cpa, cca1, cca2}.

13.2 Definitions of Data-Encapsulation Mechanism

13.2.1 Model of Data-Encapsulation Mechanism

A data-encapsulation mechanism schemeDEM with associated key spaceKn and
message spaceMn is a triplet of algorithms (Gen,Encaps,Decaps).

Gen(1n): A key-generation algorithm, given the security parameter 1n, outputs
a keyk ∈ Kn.

Encaps(k,msg): An encapsulation algorithm, given a keyk and a datamsg∈
Mn, outputs a ciphertextct.

Decaps(k, ct): A decapsulation algorithm, givenk andct, returns a messagemsg
or a special symbol⊥.

Correctness: The correctness of a data-encapsulation mechanism is defined as
follows: With overwhelming probability the ciphertext of any messagemsgin the
message space under an encryption keyk should be decrypted intomsg, where the
probability is taken by coins ofGen, andEncaps. Formally, this requirement is
denoted

Pr

msg, m̃sg:
k← Gen(1n);
ct← Encaps(k,msg);
m̃sg← Decaps(k, ct);

 ≤ negl(n).

13.2.2 Security Notions

We adopt the standard security notions [BDJR97, HHK06], indistinguishability
of ciphertexts under several attacks. Roughly speaking, we say the scheme has
indistinguishability if any polynomial-time adversary cannot distinguish a valid
keyk1 from a random keyk0 with the ciphertextct of a valid key.

In chosen plaintext attacks (cpa), the adversary could only encrypt its chosen
message and cannot use the decryption oracle. In chosen ciphertext attacks (cca1),
the adversary could query to the decryption oracle until the adversary commits the
target messages. In chosen ciphertext attacks (cca2), the adversary could query
to the decryption oracle after it receives the target ciphertext. In these attacks the
adversary could query to theencryptionoracle.

There are other attacks. In addition, Herranz, Hofheinz, and Kiltz formalized
one-time security for DEM, which was already appeared in the other names in the
literature [CS03, KY06]. In one-time attacks (ot), the adversary has no oracles.
In one-time chosen-ciphertext attacks (otcca), the adversary could query to the
decryption oracle after obtaining the challenge ciphertext. In there attacks, the
adversary has no encryption oracle.
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We describe the formal definition as follows: Consider the experiment
Expind-atk

KEM,A(n) between the challengerC and the adversaryA, where atk ∈
{ot, otcca, cpa, cca1, cca2}.
Experiment Expind-atk

PKE,A(n):

Setup Phase:The challenger takes the security parametern and obtains
param← Setup(1n) and (ek, dk)← KeyGen(param). It givesparamand
ek to the adversaryA.

Learning Phase 1: The adversary can issue queries to the encryption ora-
cle if atk ∈ {cpa, cca1, cca2}. In addition, it can query to the decryption
oracle if atk∈ {cca1, cca2}.
• The oracle Enc receives an inputmsg and returns ct ←

Encaps(k,msg).

• The oracleDec receives an inputct and returnsmsg← Decaps(k, ct).

Challenge Phase:The adversary A query two distinct message
msg0,msg1 ∈ Mn to the challenger. The challenger flips a coin
b← {0, 1} and sendsct∗ ← Encaps(k,msgb) to the adversary.

Learning Phase 2: The adversary can issue queries to the encryption ora-
cle if atk ∈ {cpa, cca1, cca2}. It also can query to the decryption oracle if
atk ∈ {otcca, cca2}.
• The oracle Enc receives an inputmsg and returns ct ←

Encaps(k,msg).

• The oracleDec receives an inputct. If ct = ct∗, the challenger outputs
0 and halts. Otherwise, the oracle returnsmsg← Decaps(k, ct) to
A.

Guessing Phase:Finally, A outputs a guessb′ ∈ {0,1}. If b′ = b, the
challenger outputs 1, otherwise 0.

Definition 13.2.1. Let DEM = (Gen,Encaps,Decaps) be a data-encapsulation
mechanism,A an adversary, andn a security parameter. We define the advantage
ofA as

Adv ind-atk
DEM,A(n) =

∣∣∣∣∣Pr
[
Expind-atk

DEM,A(n) = 1
]
− 1

2

∣∣∣∣∣ .

We say thatDEM is ind-atk secure ifAdv ind-atk
KEM,A(·) is negligible for every

polynomial-time adversaryA, where atk∈ {ot, otcca, cpa, cca1, cca2}.

13.3 Hybrid Encryption

We here briefly review the framework of the hybrid encryption, the construction of
a public-key encryption scheme from a key- and data-encapsulation mechanism.

Scheme 13.3.1(Hybrid Encryption). Let KEM = (K.Gen,K.Encaps,K.Decaps)
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be a KEM and letDEM = (D.Gen,D.Encaps,D.Decaps) be a DEM. Then, the
obtained schemePKE = (P.KeyGen,P.Enc,P.Dec) is defined as follows:

P.KeyGen(1n): Output (ek,dk)← K.Gen(1n).

P.Enc(ek,msg): Obtain (k, ct1) ← K.Encaps(ek), obtain ct2 ←
D.Encaps(k,msg), and outputsct = (ct1, ct2).

P.Dec(dk, ct = (ct1, ct2)): Retrievek ← K.Decaps(dk, ct1) and outputsmsg←
D.Decaps(k, ct2).

Herranz et al. showed the following results. The final statement is already
proved by Cramer and Shoup [CS03].

• For any atk∈ {ot,otcca, cpa, cca1, cca2}, if KEM is ind-cpa secure andDEM is
ind-atk secure, then the obtainedPKE is ind-cpa secure.

• For any atk∈ {ot, otcca, cpa, cca1, cca2}, if KEM is ind-cca1 secure andDEM
is ind-atk secure, then the obtainedPKE is ind-cca1 secure.

• For any atk∈ {ot, cpa, cca1}, if KEM is ind-cca2 secure andDEM is ind-atk
secure, then the obtainedPKE is ind-cca1 secure.

• For any atk∈ {otcca, cca2}, if KEM is ind-cca2 secure andDEM is ind-atk
secure, then the obtainedPKE is ind-cca2 secure.

13.4 Peikert’s Key-Encapsulation Mechanism and
Public-Key Encryption Schemes

We have already seen that the key generation and encryption in the McEliece en-
cryption scheme resemble to the key-generation method of the Regev encryption
schemeLWE-PKE. Why cannot we use the lattice-based analogy of the McEliece
encryption scheme? Can we replaceG′ ∈ Fn×m with A ∈ Zn×m

q and the distribution
U(S(m, t)) with χm?

Gentry, Peikert, and Vaikuntanathan [GPV08] pointed out that the short basisT
of the latticeΛ⊥q (A) also exploits the latticeΛq(A). UsingT, we can solve the BDD
over the latticeΛq(A); that is, givenp = AT s+ x, we can recoversandx! (We will
describe the simplified variant later.) One-wayness of this function, with respect to
the input distributionU(Zn

q) × χm, is apparent under the sLWE assumption.
We can interpret this results into the analogy of the McEliece encryption

scheme as follows: Instead of the Hamming weight, we consider the Lee weight
(see Roth’s textbook [Rot06]). For an elementc ∈ Zq, we define theLee value|c|
by

|c| =

c, 0 ≤ c ≤ q/2,

q− c q/2 < c ≤ q− 1

as we already defined the absolute value|c| for c ∈ Zq. TheLee weightof a vector
c = (c1, . . . , cn) ∈ Zn

q is defined by
∑n

i=1

∣∣∣c j

∣∣∣. This is just thel1 norm of c if c
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is embedded in [−q/2, q/2]n. The recovering algorithm in Gentry et al. shows, a
trapdoorT of A enables us todecodea received wordp = AT s+ x modq into s if
theLee weightof x is small.

13.4.1 Basic Schemes

Peikert [Pei09c] improved the invert method of the LWE trapdoor function men-
tioned in [GPV08]. Now, the obtained scheme has a flavor of the GGH encryption
scheme inSection 12.5.

Scheme 13.4.1(LWETrap [Pei09c]).

Setup(1n): Given the security parameter 1n, output 1n.

KeyGen(1n): UsingExtLattice, obtainA ∈ Zn×m
q andT ∈ Zm×m, where‖T‖ ≤ L.

Eval(ek= A,msg= s): Let s ∈ Zn
q. Choosex← Ψm

α and computep← 1
q AT s+

x ∈ Tm. OutputgA(s, x) = p̄ = bq′ · pe modq′.
Inv(dk = T, p̄): Given p̄ = gA(s, x) ∈ Zm

q′ , let p′ ← p̄/q ∈ Tm, computey ←
T−T ·

⌊
TT p′

⌉
mod 1, and computess′ from y by solvingy = 1

q AT s ∈ Tm. (It

can also outputx′ ← p′ − 1
q AT s ∈ Tm.)

The correctness of decryption follows from the similar argument in the proof
of Lemma 12.5.1. For appropriately chosenα, we can show that the norm ofx is
short.

Theorem 13.4.2(Correctness, [Pei09c, Lemma 4.2]). Letq′ = q′(n) ≥ 2L
√

mand
1/α ≥ L · ω(

√
logn). Then for anys ∈ Zn

q and forx drawn fromΨm
α , the inversion

algorithm on inputp̄ = gA(s, x) correctly outputsswith overwhelming probability
over the choice ofx.

Using this trapdoor function, we can construct key-encapsulation mechanism
with key space{0,1}l which resemblesDual in Section 12.9.

Scheme 13.4.3(LWE-KEM, combinded, [Pei09c] and [Pei09b]). Let LWETrap =

(L.KeyGen, L.Eval, L.Inv) as in the above.

Gen(1n): Generate (A,T) ← L.KeyGen. GenerateU ← Zn×l
q . It outputsek =

(A,U) anddk = (T, ek).

Encaps(ek): Choose a keyk ← {0,1}l . Generate a random vectors ← Zn
q

and generatexp ← χm and xv ← χl . Then computep̄ ← gA(s, xp) =

L.Eval(A, s; xp) and v̄ ← gU(s, xv). Computec̄ ← v̄ + bq′/2c k modq′. Fi-
nally, outputk andct = ( p̄, c̄).

Decaps(dk, ct = ( p̄, c̄)): Retrieves← L.Inv(dk, p̄). Computev ← UT s/q mod
1. Then, computed← c̄− bq′ve modq′. Finally, outputk← t−1(d).

Theorem 13.4.4.The above KEM isind-cpasecure ifdLWE(q, χ) is hard. More
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precisely, for any polynomial-time adversaryA,

Adv ind-cpa
LWE-KEM,A(n) ≤ AdvdLWE(q,χ)(n) + negl(n).

Proof. Consider three games;

Game0: The original game.

Game1: In the game, we change the generation method forA, U, p̄, andv̄; Take
m + l samples fromAs,χ. Let us name the firstm samples (A, p) and (U, v).
Computep̄ = bq′pe modq′ andv̄← bq′ve modq′ and use them in the game.

Game2: In the game, we change the generation method forA, U, p̄, andv̄; Take
m + l samples fromU(Zn

q × T). Let us name the firstm samples (A, p) and
(U, v). Computep̄ = bq′pe modq′ andv̄← bq′ve modq′ and use them in the
game.

Apparently, the statistical distance betweenGame0 and Game1 is at most
negl(n) since they only differ the generation method ofA. In addition, the distance
betweenGame1 andGame2 is at mostAdvdLWE(q,χ)(n); otherwise,A distinguishes
As,χ andU(Zn

q × T). This completes the proof. �

13.4.2 CCA Schemes

Using the LWE trapdoor function, Goldwasser and Vaikuntanathan [GV08] and
Peikert [Pei09c] constructed IND-CCA2 secure encryption schemes by employing
the Rosen–Segev construction [RS09]. (We note that Dowsley, M̈uller-Quade, and
Nascimento [DMQN09] also constructed an IND-CCA2 secure encryption scheme
from the McEliece encryption scheme based on the assumption on the coding prob-
lems.)

The Rosen–Segev construction is summarized as follows:

Scheme 13.4.5 (The Rosen–Segev Construction [RS09]). Let Trap =

(T.Gen,T.Eval,T.Inv) be one-way functions. LetOTS = (O.Gen,O.Sign,O.Ver)
be a one-time secure signature scheme with verification-key space is{0, 1}v. As-
sume that the trapdoor functionfa : {0,1}n → {0,1}n is one-way. We also as-
sume thatfa(s) = ( fa1(s), . . . , fak(s)) is also one-way. Additionally, a function
h : {0,1}n→ {0, 1}l is a hardcore function offa.

P.KeyGen(1n): For i ∈ [v] and b ∈ {0,1}, obtain (a(b)
i , t(b)

i ) ← T.Gen. Output

ek= {a(b)
i } anddk = ({t(b)

i }, ek).

P.Enc(ek,msg): Generate (vk, sk)← O.Gen(1n). Generate a random strings←
{0, 1}n. Computec1← ( f

a
(vk1)
1

(s), . . . , fa(vkv)
v

(s)) andc2← h(s) ⊕msg. Obtain a

signatureσ← O.Sign(sk, (c1, c2)). Output the ciphertextct = (vk, c1, c2, σ).

P.Dec(dk, ct): Verify the signatureσ; output⊥ if O.Ver(vk, (c1, c2)) = 0. Then,
by usingT.Inv, invert f

a
(vk1)
1

(s) and obtains. Confirm the otherf
a

(vki )
i

(s) by

T.Eval; output⊥ if not. Then, obtain a messagemsg= h(s) ⊕ c2.
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Showing that the scheme is IND-CCA2 secure is educationally simple as Rosen
and Segev noted [RS09]. The intuition is that the simulator implants givenfa =

( fa1, . . . , fak) into { f
a

(vki )
i
} for its chosenvk∗, and simulates the decryption oracle if

vk∗ , vk.
Returning to the lattice-based scheme, the functiongA(s, x) is secure with

respect to the distributionU(Zn
q) × χm×k; It is obvious that the new function

gA(s, x) = (gA1(s, x1), . . . ,gAk(s, xk)) is also one-way under the sLWE assump-
tion, whereA = [ A1| . . . |Ak], x = x1 ◦ . . . ◦ xk, s is chosen fromZn

q uniformly at
random, eachxi is a sample fromχm. It is also true that the above functiongA is
pseudorandom under the dLWE assumption.

There are some difficulties for direct applying the Rosen–Segev technique.
Since we cannot recoverx (we recoverx′ in the above trapdoor function), this
noise will be exploited by the IND-CCA2 adversary. In addition, the simulator in
the IND-CCA2 game have to able to check somep′ is correctly generated underfA

even if it does not know its trapdoor. To circumvent this difficulties, Peikert defines
the preimage verification algorithm forgA.

PreVer(A, (s, x′), p̄): Computep′ ← p̄/q′ ∈ Tm. Accept if ‖x‖∞ < α · t and
b′ = 1

q AT s+ x′ ∈ Tm and reject otherwise.

Lemma 13.4.6([Pei09c, Lemma 4.4]). For q′ ≥ 1/(αt) ≥ 2L
√

m ≥ 8, the algo-
rithm PreVer andLWETrap satisfies the following conditions:

Completeness:For any s and x drawn fromΨm
α , and x′ output by the inver-

sion algorithm givenp̄ = gA(s, x) and T, PreVer(A, (s, x′), p̄) accepts with
overwhelming probability over the choice ofx.

Unique preimage: For everyp̄ ∈ Zm
q′ , there is at most one legal preimage(s, x′)

undergA; that is,PreVer(A, (s, x′), p̄) accepts for at most one value of(s, x′).
Findable preimage: For any p̄, the inversion algorithm, given inputs̄p andT,

always outputs the unique legal preimage(s, x′), i.e., the(s, x′) that makes
PreVer accept, if such pair exists.

Assuming the sLWEq,Ψα is hard, we can show that (A,gA(s, x)) ∼c (A, p∗),
wheres← Zn

q, x← Ψm
α , andp∗ ← Zm

q′ .
We here construct KEM rather than public-key encryption. This eliminates use

of the hardcore functions. The following scheme is the obtained KEM applying
the Rosen–Segev construction.

Scheme 13.4.7(Pei-KEM, combinded, [Pei09c] and [Pei09b]). Let OTS =

(O.Gen,O.Sign,O.Ver) be a strongly one-time secure signature scheme with
verification-key space{0,1}v. Let LWETrap = (L.Gen, L.Eval, L.Inv) as in the
above.

Gen(1n): For i = 1, . . . , v andb ∈ {0, 1}, generate 2v key pairs (A(b)
i ,T(b)

i ) ←
L.Gen(1n) such that‖T̃(b)

i ‖ ≤ L. GenerateU ← Zn×l
q . It outputsek =
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({A(b)
i }i,b,U) anddk = ({T(b)

i }i,b,ek).

Encaps(ek): Choose a keyk ← {0, 1}l . Next, generate a key pair (vk, sk) ←
O.Gen(1n). Generate a random vectors ← Zn

q and generatexp,i ← χm for
i = 1, . . . , v andxv← χl . Then computēpi ← g

A
(vki )
i

(s, xp,i) andv̄← gU(s, xv).

Computec̄← v̄+ bq′/2c k modq′. Sign p̄i andc̄ asσ← O.Sign(sk, ({ p̄i}, c̄)).
Finally, outputct = (vk, { p̄i}, c̄, σ).

Decaps(dk, ct): Check if O.Ver(vk, ({ p̄i}, c̄), σ) = 1; if not, output⊥ and
halt. Next, invert s from p̄1. Compute x′i from s and p̄i . Check if

PreVer(A(vki )
i , (s, x′i ), p̄i) = 1 for any i; if not, output⊥ and halt. Finally,

retrievek from c̄ and outputk.

Combining this KEM and some ind-otcca DEM, we obtain ind-cca2 secure
public-key encryption scheme.

Theorem 13.4.8([Pei09c]). The abovePei-KEM is ind-cca2secure ifOTS is
strongly one-time secure anddLWE(q, χ) is hard.

The proof is obtained combining the arguments of Peikert, and Rosen and
Segev. We give only the proof sketch here.

Consider the following games;

Game0: The original game. In the challenge phase, the challenger works as
follows: k0, k1 ← {0, 1}l , (vk∗, sk∗) ← O.Gen(1n), s ← Zn

q, xp,i ← χm,
xv← χl ,

p∗i ←
1
q

A
(vk∗i )
i s+ xp,i , p̄∗i ←

⌊
q′p∗i

⌉
modq′,

v∗ ← 1
q

Us+ xv, v̄∗ ← ⌊
q′v∗

⌉
modq′,

c̄∗ ← v̄ +
⌊
q′/2

⌋
k modq′, σ← O.Sign(sk∗, { p̄∗i }, c̄∗).

Game1: We change the timing of the generation ofvk∗; A priori to the game,
the challenger obtains (vk∗, sk∗)← O.Gen(1n).

Game2: We change the specification of the decryption oracle: the decryption
oracle returns⊥ on the queryct = (vk∗, c1, c2, σ).

Game3: We modify the decryption oracle: On the query (vk, { p̄i}, c̄, σ), if vk =

vk∗ then returns⊥ as in the previous game. If not, it scansvkandvk∗ and finds
an index j ∈ [t] such thatvkj , vk∗j . Then, invertp̄j and obtains. The other
procedure is same to the original. Here, the decryption procedure has no need

to useT
(vk∗i )
i .

Game4: We change the key-generation method. Fori ∈ [v], A
(vk∗i )
i ← Zn×m

q .

Game5: We change the key generation and the generation method for the target
ciphertext. The challenger takesmv+ l samples fromAs,χ. Then, name them
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(A
(vk∗i )
i , p∗i ) and (U, v∗).

Game6: We again change the generations. The challenger takesmv+ l samples
form U(Zn

q × T).

You can show the distances between each games are negligible. It is obvious
that Game0 andGame1 are identical since we only change the timing. It is also
easy to verify thatGame1 and Game2 are computationally indistinguishable if
OTS is strongly one-time secure. The use ofPreVer immediately ensures the sta-
tistical indistinguishability betweenGame2 andGame3. In addition, the distance
betweenGame3 andGame4 is negligible following from the statistical correct-
ness ofL.Gen. Game4 andGame5 are computationally indistinguishable because
dLWE(q, χ) is hard. Hence, we have the following inequality,

2 · Adv ind-cca2
Pei-KEM(n) ≤ Advot

OTS(n) + AdvdLWE(q,χ)(n) + negl(n).

13.5 The Stehĺe–Steinfeld–Tanaka–Xagawa PKE

Stehĺe, Steinfeld, Tanaka, and Xagawa [SSTX09] proposed an ideal-lattice version
of Peikert’s scheme. It is very natural to consider the replacementA with ǎ in
LWETrap yields a secure one-way trapdoor function. But this replacement induces
several difficulties. Before discussions, we describe theILWETrap.

Scheme 13.5.1(ILWETrap [SSTX09]).

Setup(1n): Given the security parameter 1n, output 1n.

KeyGen(1n): Using ILPSF.TrapGen, obtain ǎ ∈ Rm
f ,q andT ∈ Rm×m

f of a short
basis ofM⊥(ǎ). In the following,T′ denote Rotf (T). We suppose that‖T′‖ ≤
L.

Eval(ek= ǎ,msg= s): Supposes ∈ Zn
q. Choosex ← Ψmn

α and computep ←
1
q Rotf (ǎ)T s+ x ∈ Tmn. Outputgǎ(s, x) = p̄ = bq′ · pe modq′.

Inv(dk = T, p̄): Given p̄ = gA(s, x) ∈ Zm
q′ , let p′ ← p̄/q ∈ Tm, computey ←

T′−T ·
⌊
T′T p′

⌉
mod 1, and computess′ from y by solvingy = 1

q Rot(ǎ)T s ∈ Tm.

(It can also outputx′ ← p′ − 1
q Rotf (ǎ)T s ∈ Tm.)

The problems are twofold. The one is an efficiency issue and the other is that
the function is not pseudorandom if we assume thef -sLWE assumption.

Recovering the efficiency: The transpose operation generally kills the efficiency
advantage of the ideal-lattice version, since Rotf (a)T may be not suited for the
computation. Hence, we need̃O(n2) steps to multiply Rotf (a)T ands.

Here, we setf = xn + 1 and recall the reciprocal polynomial inSection 10.7;

rec(a) = a(1/x) in Rf .
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Then, we have that

Rotf (a)T · s = Rotf (rec(a)) · s = rec(a) ⊗ s.

The operation rec takes only a small cost and we can compute Rotf (a)T swith Õ(n)
steps as in the before.

On pseudorandomness: Since Rotf (a)T is very structured, we cannot show the
pseudorandomness of (a, rec(a) ⊗ s + x), wheres ← Rf ,q andx ← Ψ̄m

α opposite
to the success of the reduction from dLWE to sLWE. To circumvent this, Stehlé
et al. [SSTX09] used the hardcore function extract the pseudorandomness. They
employed the Goldreich–Levin hardcore functions with Toeplitz matrices [GL89,
AC02, HMS04, KY06, KX09] which extract constant bits. In their paper, they
assumed that the super-polynomial hardness of sLWE and extractl = o(n) bits.

We left the two open problems; The one is efficient hardcore functions with
tighter reductions tof -sLWE problem. The other is showingf -dLWE is hard on
the average from the lattice assumptions.
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14
Identity-Based Encryption

Organization: We give the brief introduction inSection 14.1. Section 14.2gives
the definitions of schemes and security notions.Section 14.3reviews the Gentry–
Peikert–Vaikuntanathan identity-based encryption. InSection 14.4we review the
construction of hierarchical identity-based encryption schemes.

14.1 Introduction

After proposal of the concept of identity-based cryptosystems by Shamir [Sha85],
many researchers have made the efforts on construction of identity-based encryp-
tion (IBE) schemes.

This was long-standing open problem in cryptography until 2001. The concrete
IBE schemes are constructed by Sakai, Ogishi, and Kasahara [SOK01], Boneh and
Franklin [BF03], and Cocks [Coc01]; the first and second ones are based on the
pairing assumptions and the last one is based on the quadratic residue assumption.

Roughly speaking, these schemes are obtained by combining the signature
schemes and the encryption schemes; LetH : {0,1}∗ → Kn be the random or-
acle, whereKn is an encryption-key space of the underlying encryption scheme.
The master makes a key pair (vk, sk) ← Sig.KeyGen(1n) and publishesvk. The
user encryption key isekid = H(id) and the user decryption key isdkid = σid ←
Sig.Sign(sk, id). Such correspondence yields an IBE scheme in the random oracle
model.

Turning our eyes on lattice-based IBEs. The first proposal was done by Gentry,
Peikert, and Vaikuntanathan [GPV08], which is obtained by combiningGPV-FDH
with Dual. After their construction, Agrawal and Boyen [AB09], Cash, Hofheinz,
and Kiltz [CHK09], and Peikert [Pei09b] proposed IBE schemes secure in the stan-
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dard models. Cash et al. and Peikert also gave HIBEs on which the techniques are
essentially same again. In addition, Cash et al. discussed the use of admissible hash
functions to enhance the security to be fully secure and gave a concise proof (see
the original paper [CHK09]).

We note that there is another IBE scheme by Boneh and Boyen [BB09], how-
ever, we cannot confirm their security.

14.2 Definitions

14.2.1 Model of Identity-based Encryption Schemes

An IBE schemeIBE is a quadruplet of algorithms (Setup,Ext,Enc,Dec).

Setup(1n): A setup algorithm, given the security parameter 1n, outputs public
parametersparamand a master secret keymsk.

Ext(msk, id): An extraction algorithm, givenmskand an identityid, outputs a
decryption key of the userdkid.

Enc(param, id,msg): An encryption algorithm, givenparam, id, and a message
msg, outputs a ciphertextct.

Dec(dkid, ct): A decryption algorithm, givendkid andct, returns a messagemsg.

14.2.2 Model of Hierarchical Identity-based Encryption Schemes

A HIBE schemeHIBE is a tuple of algorithms (Setup,Ext,Delg,Enc,Dec). id =

(id1, . . . , idl). id|i = (id1, . . . , idi) the i-th prefix of id.

Setup(1n): A setup algorithm, given the security parameter 1n, outputs public
parametersparamand a master secret keymsk.

Ext(msk, id): An extraction algorithm, givenmskand an identityid of length at
mostd, outputs a decryption key of the userdkid.

Delg(dkid|l−1, id): A secret-key delegation algorithm, given a decryption key
dkid|l−1 for a parentid|l−1 and an identityid of length at mostd, outputs a
decryption key of the userdkid for the userid.

Enc(param, id,msg): An encryption algorithm, givenparam, id of length at
mostd, and a messagemsg, outputs a ciphertextct.

Dec(dkid, ct): A decryption algorithm, givendkid andct, returns a messagemsg.

14.2.3 Security Notions

Roughly speaking, the security denotes the adversary cannot distinguish two ci-
phertexts of its chosen messages even if it can access to the extraction oracle. We
note that there are two modes of attacks. The one is a selective ID mode, where

194



14.2. DEFINITIONS

the adversary must commit the target identity at the start of the game. The other is
a full ID mode, where the adversary can choose the target identity at the challenge
phase. Obviously, ifIBE is goal-fID-atk-secure it is also goal-sID-atk-secure.

We start to recall the weaker security notion ind-sID-atk security. Consider the
experimentExpind-sID-atk

IBE,A (n) between the challengerC and the adversaryA.

Experiment Expind-sID-atk
IBE,A (n):

Initiating Phase: The adversary commits an identityid∗ to the challenger,
which is the target identity of the adversary.

Setup Phase:The challengerC takes the security parameter 1n and obtains
(param,msk)← Setup(1n). It givesparamto the adversaryA.

Learning Phase 1: The adversary can issue queries to the oracleExtract.
Additionally,A can issue queries to the oracleDec if atk ∈ {cca1, cca2}.
• The oracleExtract receives inputid. If id = id∗, the challenger out-

puts 0 and halts. Otherwise, the oracle respondsdkid ← Ext(msk, id).

• The oracleDec receives inputsct and returnsmsg← Dec(dk, ct).

Challenge Phase:The adversaryA outputs two plaintextsmsg0 andmsg1.
The challenger flips a coinb ← {0,1}, sets the target ciphertext to be
ct∗ ← Enc(param, id∗,msgb), and sendsct∗ to the adversary.

Learning Phase 2: Again, the adversary can issue queries to the oracle
Extract. If atk = cca2, it also can issue queries to the oracleDec.

• The oracleExtract receives inputid. If id = id∗, the challenger out-
puts 0 and halts. Otherwise, the oracle respondsdkid ← Ext(msk, id).

• The oracleDec receives inputsid andct. If id = id∗ andct = ct∗, the
challenger outputs 0 and halts. Otherwise, the oracle returnsmsg←
Dec(dkid, ct).

Guessing Phase:Finally, A outputs a guessb′ ∈ {0, 1}. If b′ = b the
challenger outputs 1, otherwise 0.

Definition 14.2.1. Let IBE = (Setup,Extract,Enc,Dec) be an identity-based en-
cryption scheme,A an adversary, andn a security parameter. We define the advan-
tage ofA as

Adv ind-sID-atk
IBE,A (n) =

∣∣∣∣∣Pr
[
Expind-sID-atk

IBE,A (n) = 1
]
− 1

2

∣∣∣∣∣ .

We say thatIBE is ind-sID-atk secure ifAdv ind-sID-atk
IBE,A (·) is negligible for every

polynomial-time adversaryA.

We next define the full ID security. In this mode, the adversary can determine
a target ID in the challenge phase.

Consider the experimentExpind-fID-atk
IBE,A (n) between the challengerC and the ad-

versaryA.
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Experiment Expind-fID-atk
IBE,A (n):

Setup Phase:The challengerC takes the security parameter 1n and obtains
(param,msk)← Setup(1n). It givesparamto the adversaryA.

Learning Phase 1: The adversary can issue queries to the oracleExtract.
Additionally,A can issue queries to the oracleDec if atk ∈ {cca1, cca2}.
• The oracleExtract receives inputid. The oracle respondsdkid ←

Ext(msk, id).

• The oracleDec receives inputsct and returnsmsg← Dec(dk, ct).

Challenge Phase:The adversaryA outputs two plaintextsmsg0 andmsg1,
and a target identityid∗. If id∗ is queried to the oracleExtract in the
learning phase 1, the challengerC outputs 0 and halts. Otherwise, the
challenger flips a coinb ← {0, 1}, sets the target ciphertext to bect∗ ←
Enc(param, id∗,msgb), and sendsct∗ to the adversary.

Learning Phase 2: Again, the adversary can issue queries to the oracle
Extract. If atk = cca2, it can issue queries to the oracleDec.

• The oracleExtract receives inputid. If id = id∗, the challenger out-
puts 0 and halts. Otherwise, the oracle respondsdkid ← Ext(msk, id).

• The oracleDec receives inputsid andct. If id = id∗ andct = ct∗, the
challenger outputs 0 and halts. Otherwise, the oracle returnsmsg←
Dec(dkid, ct).

Guessing Phase:Finally, A outputs a guessb′ ∈ {0,1}. If b′ = b the
challenger outputs 1, otherwise 0.

Definition 14.2.2. Let IBE = (Setup,Extract,Enc,Dec) be an identity-based en-
cryption scheme,A an adversary, andn a security parameter. We define the advan-
tage ofA as

Adv ind-fID-atk
IBE,A (n) =

∣∣∣∣∣Pr
[
Expind-fID-atk

IBE,A (n) = 1
]
− 1

2

∣∣∣∣∣ .

We say thatIBE is ind-fID-atk secure ifAdv ind-fID-atk
IBE,A (·) is negligible for every

polynomial-time adversaryA.

To extend these notation to HIBE, we add the new oracleDelegate. We omit
the details of the definitions.

14.3 The Gentry–Peikert–Vaikuntanathan Identity-
Based Encryption Scheme

This is the first identity-based encryption scheme based on lattice problems. In-
tuitively, the public parameter and the master key corresponds the verification key
and the secret key of the GPV signature scheme. The decryption key of the iden-
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tity id is the signatureσ on the messageid. Notice that the decryption key ofDual
corresponds toσ.

14.3.1 Description

Scheme 14.3.1(GPV-IBE [GPV08]). We modelH : {0, 1}∗ → Zn×l
q as the random

oracle.

Setup(n): On input the security parametern, invoke the trapdoor algorithm
LPSF.TrapGen(1n) in Chapter 10and obtainA ∈ Zn×m

q and its basisT ∈ Zm×m

such that‖T̃‖ ≤ L. Outputparam= A andmsk= T.

Extract(param= A, id): On input the identityid, compute [uid,1, . . . ,uid,l ] =

Uid ← H(id). Then, invoke the GPV sampling algorithmeid,i ←
LPSF.SamplePre(A,T, s,uid,i). Outputdkid = Eid = [eid,1, . . . ,eid,l ] as user’s
decryption key.

Enc(id,msg= b): First generateUid ← H(id). Then, generates ← Zn
q and

x ← χm. Computep = AT s + x ∈ Zm
q . For messageb ∈ Zl

p, compute
w = encode(b) ∈ Zl

q. Then, the ciphertext is (p, c = UT s+ w).

Dec(dkid = Eid, ct = (p, c)) . Computed = c− ET
id p ∈ Zl

q. Output the plaintext
b ∈ Zl

p by computingdecode(d).

Theorem 14.3.2(Correctness, [GPV08]). Let χ = Ψ̄α, s ≥ L · ω(
√

logn), q ≥
5(m+ 1)psand1/α ≥ ps

√
m+ 1 · ω(

√
logn). Then the scheme is correct.

The proof is obtained by an analogy of one ofTheorem 12.9.2.

14.3.2 Security Proof

The security proof is obtained by combination of ones ofTheorem 12.9.3andThe-
orem 11.3.3. Hence, we omit the proof.

Theorem 14.3.3(Security, [GPV08]). Let χ = Ψ̄α, m ≥ 2(n + l) logq and
s = ω(

√
logm). The above IBE is IND-fID-CPA secure under thedLWE(q, χ)

assumption.

14.4 The Cash–Hofheinz–Kiltz Hierarchical Identity-
Based Encryption Scheme

Very recently three papers, Agrawal and Boyen [AB09], Cash, Hofheinz, and
Kiltz [ CHK09], and Peikert [Pei09b], proposed identity-based encryption schemes
without the random oracles. Here, we omit description of the Agrawal–Boyen IBE
since it is included by the Cash–Hofheinz–Kiltz HIBE in the standard model by
setting the depthd = 1.
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Ideas for identity-based encryption: We first give the idea of the IBEs, which
often appears in cryptography. Recall the Peikert KEM. In the scheme, the public
key for vk ∈ {0, 1}l is Avk = [ A(vk1)

1 | . . . |A(vkv)
v ]. We replacevk with id ∈ {0,1}v and

the encryption is done asDual.
Let ({A(b)

i },u) be the public parameter (master’s public key). The master has

corresponding trapdoors{T(b)
i }. The extraction is done by as follows: (1) generate

Aid = [ A(id1)
1 | . . . |A(idv)

v ] and generateTid by “extending control” inSection 10.8
and (2) obtaineid ∈ Zml such thatAideid ≡ u (mod q). The user secret key iseid.
Then, the encryption and decryption procedures are the same to the one ofDual.

To show the security in the standard model, the simulator must extract for any
id , id∗. Thus, the simulator, givenid∗ from the adversary, implant the challenge

into A
(id∗i )
i and generate trapdoorsT

(1−id∗i )
i . If id , id∗, there is some indexj ∈ [λ]

such thatid j , id∗j . Hence, using the trapdoorT
(id j )
j , the simulator can generateeid.

The extraction is simplified by addingA0 into the public parameter. The master
generates (A0,T0) and generates random matricesA(b)

i for i ∈ [λ] andb ∈ {0, 1}.
Then, the use public key is defined asAid = [ A0|A(id1)

1 | . . . |A(idλ)
λ ].

To expand the identity space{0, 1}λ to {0,1}∗, we can use the collision-
resistant hash functionH : {0,1}∗ → {0, 1}λ. Let t ← H(id) and redefine
Aid = [ A0|A(t1)

1 | . . . |A(tλ)
λ ].

Ideas for hierarchical identity-based encryption: In order to delegate the
power of the extraction, we can use “randomized control” inSection 10.8. The
maximal depth is set tod. Considerid = (id1, . . . , idk) ∈ ({0, 1}∗)k for k ∈ [d].

The master generatesA0 ∈ Zn×m
q andC(

i, jb) ∈ Zn×v
q for i ∈ [d], j ∈ [λ], and

b ∈ {0,1} and chooseHi : {0,1}∗ → {0, 1}λ for i ∈ [d].
The user encryption key is defined as follows: Foridi , let us defineAi,idi =

[C(t1)
i,1 | . . . |C(tλ)

i,λ ], where (t1, . . . , tλ) = Hi(idi). For id = (id1, . . . , idk), Aid =

[ A0|A1,id1 | . . . |Ak,idk].
This does not change the spirit of the user encryption key. The split enables us

to delegate the basis. For anyid = (id1, . . . , idk), defineid|k− 1 = (id1, . . . , idk−1),
the parent ofid. Suppose that the parentid|k − 1 has a basisTid|k−1 with quality
L(k−1) of a latticeΛ⊥q (Aid|k−1). Cash et al. [CHK09] and Peikert [Pei09b] proposed
“delegation of the basis” (or “randomized control”) which allowsid|k−1 to gener-
ate a basisTid of a latticeΛ⊥q (Aid); Compute a basisT′ of the latticeΛid = Λ⊥q (Aid)
and take samples fromDΛid,s(k−1), wheres(k−1) will be defined later. The obtained
basis has a qualityL(k) = s(k− 1) · √m(k− 1), wherem(k− 1) = m+ (k− 1)λv.

We have introduced the parametersm(k), L(k), s(k) for k = 0, . . . ,d. They are
defined inductively as follows:

m0 = m, L0 = L, s0 = L · ω(
√

logn),

mk = m+ kλv, Lk = sk−1 · √mk−1 · ω(
√

logmk−1), sk = Lk · ω(
√

logn).
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For simplicity, we letg(n) = ω(
√

logn) and obtain

md = m+ dλv,

Ld ≤ L · (md)d/2 · gd · ω(logd/2 md),

sd ≤ L · (md)d/2 · gd+1 · ω(logd/2 md).

14.4.1 Descriptions

Cash et al. definedv = m and use the Alwen–Peikert constructions 1 and 2 (see
Section 10.3.2andSection 10.3.3).

Scheme 14.4.1(CHK-HIBE [CHK09]). The maximal depth isd. We useHn =

{H : {0,1}∗ → {0,1}λ} a family of hash functions.

Setup(n): On input the security parametern, invoke the trapdoor algorithm
LPSF.TrapGen(1n) in Chapter 10and obtainA0 ∈ Zn×m

q and its basisT ∈
Zm×m such that‖T̃‖ ≤ L. Next, generate random matricesC(b)

i, j ← Zn×m
q for

i ∈ [d], j ∈ [λ] andb ∈ {0, 1}. Additionally, chooseU = [u1, . . . ,ul ] ← Zn×l
q

andHi ← Hn. Outputparam= (A0,U, {C(b)
i, j }, {Hi}) andmsk= T.

Ext(param= A0,msk= T, id): For an identityid = (id1, . . . , idk), defineAid =

[ A0|A1,id1| . . . |Ak,idk] ∈ Zn×(λk+1)m
q , where Ai,idi ← [C(t1)

i,1 | . . . |C(tλ)
i,λ ] ∈ Zn×λm

q

for (t1, . . . , tλ) ← Hi(idi) ∈ {0,1}λ. Using a short basisT of Λ⊥q (A0),
it samples a basisTid of Λ⊥q (Aid) and Eid = [e1, . . . ,el ], where ei ←
LPSF.SamplePre(Aid,Tid, s(k),ui). Outputdkid = (Tid, Eid).

Delg(param= A0,uskid|k−1 = (Tid|k−1, Eid|k−1), id): It will output uskid =

(Tid,eid). DefineAid as in the above. Using a short basisTid|k−1 of Λ⊥q (Aid|k−1),
it construct a short basisT′ of the latticeΛ⊥q (Aid). Then, it samples a basisTid

of Λ⊥q (Aid) and Eid = [e1, . . . ,el ] whereei ← SamplePre(Aid,T′, s(k),ui).
Outputdkid = (Tid, Eid).

Enc(param, id,msg= b ∈ Zl
p): First generateAid as in the above. Then, gen-

erates ← Zn
q and x ← χkm. Computep = AT

ids + x ∈ Zkm
q . Compute

c = UT
ids+ x′ + encode(b), wherex′ ← χl . Then, the ciphertext is (p, c).

Dec(uskid = (Tid, Eid), ct = (p, c)) . Computed = c − ET
id p ∈ Zl

q. Output the
plaintextb ∈ Zl

p by computingdecode(d).

They define admissible hash functions as a variant of the definition
from [BB04]. For the details, see the original papers [BB04, CHK09]. Cash et
al. showed the following security results.

Theorem 14.4.2([CHK09]). Let q ≥ 5 · sd · (m + l), χ = Ψ̄α, 1/α ≥ sd ·√
(λd + 1)m+ l · ω(

√
logn). If Hn is collision resistant, then the above HIBE is

ind-sID-cpasecure. IfHn is a family of admissible hash functions, then the above
HIBE is ind-fID-cpasecure.
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14.4.2 Another Scheme

Cash et al. [CHK09] also proposed the HIBE secure in the random oracle model.
This scheme can be considered as the direct generalization ofGPV-HIBE.

Scheme 14.4.3(CHK-HIBEinROM [CHK09]). We modelG : {0, 1}∗ → Zn
q and

H : {0,1}∗ → Zn×m
q as the random oracles.

Setup(n): On input the security parametern, invoke the trapdoor algorithm
LPSF.TrapGen(1n) in Chapter 10and obtainA0 ∈ Zn×m

q and its basisT ∈
Zm×m such that‖T̃‖ ≤ L̃. Outputparam= A0 andmsk= T.

Ext(param= A0,msk= T, id): Define Aid = [ A0|A1| . . . |Ak] ∈ Zn×(k+1)m
q ,

where Ai ← H(id, i) ∈ Zn×m
q , and uid ← G(id) ∈ Zn

q. Using a
short basisT of Λ⊥q (A0), it samples a basisTid of Λ⊥q (Aid) and eid ←
LPSF.SamplePre(Aid|k−1,Tid|k−1, s(k),uid). Outputdkid = (Tid,eid).

Delg(param= A0,uskid|k−1 = (Tid|k−1,eid|k−1), id): uskid = (Tid,eid). DefineAid

anduid as in the above. Using a short basisTid|k−1 of Λ⊥q (Aid|k−1), it samples
a basisTid of Λ⊥q (Aid) andeid ← LPSF.SamplePre(Aid|k−1,Tid|k−1, s(k),uid).
Outputdkid = (Tid,eid).

Enc(param, id,msg= w ∈ Zp): First generateAid|k−1 as in the above. Then,
generates ← Zn

q and x ← χkm. Computep = AT
id|k−1s + x ∈ Zkm

q . Com-

putec = uT
ids+ x′ + encode(w), wherex← χ. Then, the ciphertext is (p, c).

Dec(uskid = (Tid,eid), ct = (p, c)) . Computed = c − eT
id p ∈ Zq. Output the

plaintextw ∈ Zp by computingdecode(d).

14.5 Peikert’s “Bonsai” Key-Encapsulation Mechanism

Peikert also proposed hierarchical identity-based encryption scheme. This scheme
can be considered as optimized variant of the CHK-HIBE.

First, if each componentidi of id is restricted toλ-bit, we have no need to
introduce the hash functionHi (because the identity map is collision resistant).
Second, usingLWE-KEM = (K.Gen,K.Encaps,K.Decaps) (Section 13.4), eid is
eliminated since the basisTid suffices to decrypt. Third, he and Alwen improved
the trapdoor generation (the third construction inSection 10.3.4).

14.5.1 Descriptions

Scheme 14.5.1(Bonsai-HIBKEM [Pei09b]). Suppose that the maximal depth isd.
Let m = m1 + m2.

Setup(n): On input the security parametern, invoke the trapdoor algorithm
LPSF.TrapGen(1n) in Chapter 10and obtainA0 ∈ Zn×m

q and its basisT ∈
Zm×m such that‖T̃‖ ≤ L. Next, generate random matricesC(b)

i, j ← Zn×m2
q for
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i ∈ [d], j ∈ [λ] andb ∈ {0, 1}. Additionally, chooseU = [u1, . . . ,ul ] ← Zn×l
q .

Outputparam= (A0,U, {C(b)
i, j }, {Hi}) andmsk= T.

Ext(param= A0,msk= T, id): For an identityid = (id1, . . . , idk), defineAid =

[ A0|A1,id1| . . . |Ak,idk] where Ai,idi ← [C(t1)
i,1 | . . . |C(tλ)

i,λ ] ∈ Zn×λm2
q for t = idi .

Using a short basisT of Λ⊥q (A0), it samples a basisTid of Λ⊥q (Aid). Output
dkid = Tid.

Delg(param= A0,uskid|k−1 = Tid|k−1, id): Define Aid as in the above. Using a
short basisTid|k−1 of Λ⊥q (Aid|k−1), it construct a short basisT′ of the lattice
Λ⊥q (Aid). Then, it samples a basisTid of Λ⊥q (Aid). Outputdkid = Tid.

Enc(param, id): It outputs (k, σ)← K.Encaps(Aid).

Dec(Tid, σ): It outputsk← K.Decaps(Tid, σ).

Remark 14.5.2.Using the miniature “Bonsai” techniques, we can obtain the ideal-
lattice-based IBE and HIBE as in [SSTX09].
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15
Proxy Re-Encryption

Proxy re-encryption enables a proxy to convert a ciphertext for some user to a ci-
phertext for another user, but a proxy cannot learn information of messages. All of
the proxy re-encryption and identity-based proxy re-encryption schemes are based
on the number-theoretic assumptions. This paper proposed proxy re-encryption
schemes based on the learning with errors problem. They are first schemes based
on combinatorial problems.

Organization: Section 15.1gives the brief introduction of proxy re-encryption,
gives the idea from the ElGamal-based proxy re-encryption scheme.Section 15.2
defines model and the security notions on proxy re-encryption.Section 15.3studies
the Xagawa–Tanaka proxy re-encryption scheme, which adds feature to Regev’s
encryption scheme.Section 15.4also studies the variant of the above scheme.

15.1 Introduction

Suppose that Alice wants to forward a received encrypted e-mail to Bob in the
public channel. She decrypts it by her secret key, encrypts the message with Bob’s
public key, and sends it to him. However, decryption and encryption are costly for
her mobile phone in general. Therefore, she wants a mail server to forward her
mail to Bob automatically. In this case, she does not trust the server, hence, she
does not want to give her secret key to the server. The one of solutions is proxy
re-encryption [BBS98].

In a proxy re-encryption (PRE) scheme, the server is given a re-encryption key
rkA↔B between Alice and Bob. The server, given a ciphertextctA for Alice, can
convert it to a ciphertextctB for Bob by using the re-encryption keyrkA↔B and
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without decryptingctA. In addition, proxy re-encryption ensures that even if the
server knowsrkA↔B, it cannot learn the message ofctA.

The study of proxy re-encryption is initiated by Blaze, Bleumer, and
Strauss [BBS98]. They formalize a proxy re-encryption and gave an exam-
ple based on the ElGamal encryption scheme. There are several proxy re-
encryption schemes [BBS98, AFGH06, CH07, LV08, DWLC08, ABH09, MNT10]
and identity-based proxy re-encryption schemes [Mat07, GA07, CT07] in the liter-
ature. However, their underlying problems are the decisional Diffie-Hellman prob-
lem or its variants.

In this paper, we propose proxy re-encryption schemes based on other prob-
lems, the learning with errors and lattice problems. Our constructions are obtained
by extending Regev’s encryption scheme [Reg09].

Ideas from the ElGamal-based PRE: We note that some lattice-based crypto-
systems have similar structure on the DDH-based cryptosystems while inherent
noises of lattice-based cryptosystems disturb the structure.

Consider the ElGamal encryption scheme overG = 〈g〉with order a large prime
q. The key pair is (x, y = gx) for randomly chosenx. The ciphertext ofw ∈ G under
the encryption keyy is (gk,w · yk) for randomly chosenk. Let (xA, yA = gxA) and
(xB, yB = gxB) denote Alice’s and Bob’s key pair, respectively. Assume that the
proxy has the re-encryption keyrA↔B = xA − xB and has the ciphertext (c1, c2) to
be converted. Then, the conversion is done by

(c′1, c
′
2) = (c1, c2 · c−rA↔B

1 )

= (gk,w · gkxA · gk(xB−xA)) = (gk,w · yk
B).

It can be shown that this proxy re-encryption scheme is based on the hardness of
the DDH problem.1

We here recall Regev’s encryption scheme. The key pair is computed by
(s, (A, p = sT A + x)), wheres ∈ Zn

q, A ∈ Zn×m
q , x ∈ Z1×m

q and the magnitudes
of the elements ofx are relatively smaller thanq/4m, say thel1-norm of x is at
most q/4. The encryption of the messagew ∈ {0, 1} under the encryption key
(A, p) is (u, v) = (Ae, pe+ w bq/2c), wheree← {0, 1}m.

The decryption procedure is as follows: (1) computed = v−sTu and (2) output
0 if the absolute value ofd is at mostq/4 and output 1 otherwise.

Let (sA, (AA, pA = sT
A AA + xA)), and (sB, (AB, pB = sT

B AB+ xB)) denote Alice’s
and Bob’s key pair, respectively. LetrA↔B = sA − sB. Then, the conversion from
(u, vA) to (u, vB) is done by (u, vB) = (u, vA − rT

A↔Bu), which is similar to that of
the ElGamal-based proxy re-encryption scheme. The decryption by Bob works
correctly since

dB = vB − sT
Bu = vA − (sA − sB)Tu − sT

Bu = vA − sT
Au = dA.

1 In the BBS scheme [BBS98], the re-encryption key isrA↔B = xA/xB. The ciphertext ofw is
(c1, c2) = (w · gk, yk

A). The conversion is done by (c′1, c
′
2) = (c1, c

1/rA↔B
2 ) = (w · gk, yk

B).
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The proof strategy for security is also similar to that of the ElGamal-based
proxy re-encryption scheme.

The leftover hash lemma often appears in the context of lattice-based cryptog-
raphy. We summarize the arguments which appeared in many papers on lattice-
based cryptography. See [Reg09] for the proof.

Lemma 15.1.1(The uniformity lemma for lattice-based hash functions). Consider
H = {hA : {0,1}m → Zn+l

q | A ∈ Z(n+l)×m
q }, wherehA(e) = Ae. Let H be the

uniform distribution overH , andX andU random variables distributed uniformly
over{0,1}m andZn+l

q , respectively. Applying the variant of the leftover hash lemma,
we have

Pr
H

[∆(H(X),U) ≥ 2−
1
4 (m−(n+l) logq)] ≤ 2−

1
4 (m−(n+l) logq).

In particular, if m = ((1 + δ)n + l) logq, then we have that

Pr
H

[∆(H(X),U) ≥ q−δn/4] ≤ q−δn/4.

15.2 Definitions

In this paper, we considerbidirectionalandmulti-hopproxy re-encryption. A PRE
scheme is called bidirectional, if a proxy has a re-encryption keyrki↔ j , it can
convert a ciphertext for the useri to a ciphertext for the userj, vice versa. A PRE
scheme is said to be multi-hop, a proxy can re-encrypt a ciphertext for the useri
into a ciphertext for the userj and it can re-encrypt that into one for the userk and
so on.

15.2.1 Model of Proxy Re-Encryption Schemes

A PRE schemePRE is a sextuplet of algorithms:

Setup(1n): The setup algorithm, given the security parametern, outputs param-
etersparam.

Reg(param, i): The registration algorithm, given the parametersparam and a
user identityi, outputs the pair of an encryption key and a decryption key
(eki ,dki).

ReKeyGen(dki ,dkj): The re-encryption key generation algorithm, given two
decryption keysdki anddkj , outputs a re-encryption keyrki, j .

Enc(param,eki ,msg): The encryption algorithm, given the parametersparam,
the encryption keyeki of the useri, and a messagemsg, outputs a ciphertext
cti .

ReEnc(rki, j , cti): The re-encryption algorithm, given the re-encryption keyrki, j

between the usersi and j, and a ciphertextcti for the useri, it outputs a cipher-
textct j for the userj.
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Dec(dk, ct): The decryption algorithm, given the decryption keydk and the ci-
phertextct, outputs a plaintextmsg.

Our definition of correctness is slightly weaker than the standard one [CH07].
We say a PRE schemePRE is correct if an underlying public-key encryption
schemePKE = (Setup,Reg,Enc,Dec) is correct. Formally, it holds that if for
any validmsg, there exists some negligible functionnegl(n) such that for anyi

Pr


msg, m̃sg:

param← Setup(1n);
(eki ,dki)← Reg(param, i);
ct← Enc(param, eki ,msg);
m̃sg← Dec(dki , ct);


≤ negl(n).

Additionally, we say a PRE schemePRE is multi-hop correct if for any validmsg
and for any integerk > 1, one can correctly decrypt the ciphertext ofmsgconverted
k times intomsg, that is,

Pr



msg, m̃sg:

param← Setup(1n);
(eki ,dki)← Reg(param, i);
rki↔i+1← ReKeyGen(dki , dki+1);
ct1← Enc(param, ek1,msg);
cti+1← ReEnc(rki↔i+1, cti);
m̃sg← Dec(dkk, ctk);



≤ n−ω(1),

wherei runs from 1 tok.

15.2.2 Security Notions

We describe the formal definition of CPA security of proxy re-encryption, denoted
by IND-PRE-CPA. Consider the following experimentExpind−pre−cpa

PRE,A (n) between
the challengerC and the adversaryA.

Setup Phase:The challenger takes a security parametern. It setsHU,CU← ∅,
runs the algorithmSetup with 1n, and obtains parametersparam, whereHU
andCU denote the sets of honest users and corrupted users, respectively. It
givesA the parametersparam.

Challenge Phase:In this phase, the adversary issues queries to the following
oracles in any order and many times except to the constraint in the oracle
Challenge.

• The oracleInit receives an indexi. If i ∈ HU∪CU then it returns⊥. Oth-
erwise, it obtains (eki ,dki) ← Reg(param, i), addsi to HU, and provides
A with eki .

• The oracleCorr receives an indexi. If i ∈ HU ∪ CU then it returns⊥.
Otherwise, it generates (eki , dkk) ← Reg(param; r i), addsi to CU, and
providesA with (eki ,dki) andr i .
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• The oracleReKey receives two indicesi, j ∈ HU ∪ CU. If i, j ∈ HU or
i, j ∈ CU returnsrki↔ j ← ReKeyGen(dki , dkj). Otherwise, the oracle
returns⊥.

• The oracleReEnc receives two indicesi, j ∈ HU∪CU and a ciphertextct.
If i, j ∈ HU or i, j ∈ CU, then it obtainsrki↔ j ← ReKey(dki , dkj), obtains
c̃t ← ReEnc(param, rki↔ j , ct), and providesA with the new ciphertext
c̃t. Otherwise, the oracle returns⊥.

• The oracleChallenge can be queried only once. This oracle receives
two plaintextsmsg0,msg1 and a target useri∗. If i∗ is not in HU then
it provides⊥ with the challenger andC outputs 0 and halts. Otherwise,
the oracle flips a coinb ∈ {0, 1}, sets the target ciphertext to bect∗ ←
Enc(eki∗ ,msgb), and sendsct∗ to the adversary andb to the challenger.

Guessing Phase:Finally,A outputs a guessb′ ∈ {0, 1}. If b′ = b, the challenger
outputs 1, otherwise 0.

Definition 15.2.1 (IND-PRE-CPA security). Let PRE be a PRE scheme,A an
adversary, andn a security parameter. We define the advantage ofA as

Adv ind−pre−cpa
PRE,A (n) =

∣∣∣∣2 Pr
[
Expind−pre−cpa

PRE,A (n) = 1
]
− 1

∣∣∣∣ .

We say thatPRE is IND-PRE-CPA secure ifAdv ind−pre−cpa
PRE,A (·) is negligible for ev-

ery polynomial-time adversaryA.

Since we only consider IND-PRE-CPA security, we prohibit the adversary to
re-encrypt ciphertexts from an honest user to a corrupted user. This is because that
this access can simulates a decryption oracle of the honest user.

15.3 The Xagawa–Tanaka Proxy Re-Encryption Scheme

We employ the variant by Peikert, Vaikuntanathan, and Waters [PVW08] of
Regev’s public-key encryption scheme [Reg09]. The main algorithms are the same
as those in the PVW scheme. We add to it a re-encryption key generation algorithm
and a re-encryption algorithm appeared in Section 1.

15.3.1 Description

Our PRE schemeLWEPRE is defined as follows:

Setup(1n): Given a security parametern, it outputs⊥ asparam.

Reg(⊥, i): It generatesAi ← Zn×m
q , Si ← Zn×l

q , andXi ← χl×m, and computes
Pi = ST

i Ai + Xi ∈ Zl×m
q . It outputseki = (Ai , Pi) anddki = Si .

ReKeyGen(dki = Si , dkj = Sj): It outputsRi↔ j = Si − Sj ∈ Zn×l
q .
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Enc(ek= (A, P),w): The message space isZl
p. It, givenw, computest = t(w) ∈

Zl
q, where t(w) = bwq/pe ∈ Zq and chooses a vectore ← {0,1}m ⊂ Zm

q

uniformly at random. It outputs a pair (u, v) = (Ae, Pe+ t) ∈ Zn
q × Zl

q as a
ciphertext.

ReEnc(rki↔ j = Ri↔ j , (u, vi)): It computesv j = vi − RT
i↔ ju and outputs (u, v j).

Dec(dk = S, (u, v)): It computesd = v − STu ∈ Zl
q and outputs the plaintext

w ∈ Zl
p such thatd− t(v) ∈ Zl

q is closest to0.

We addReKeyGen andReEnc to the variant of Regev’s encryption scheme by
Peikert, Vaikuntanathan, and Waters [PVW08]. The parameters setting for correct-
ness appeared in [PVW08].

Theorem 15.3.1(Correctness [PVW08]). Let χ = Ψ̄α. Let q ≥ 4pm, let α ≤
1/(p

√
m · g(n)) for anyg(n) = ω(

√
logn). Then, the above scheme is correct.

The multi-hop correctness is easily derived by the correctness.

Theorem 15.3.2(Multi-hop correctness). Letq, α, andg be as in the above. Then,
the above scheme is multi-hop correct.

Proof. Consider the users 1, . . . , k. Suppose that (u, v1) is the valid ciphertext un-
der the encryption key (A1, P1) of the user 1 and the re-encryption procedure is
performed from 1 tok through 2, . . . , k − 1. By the re-encryption procedures, we
have that

vk = v1 −
k−1∑

i=1

RT
i↔i+1u = v1 −

k−1∑

i=1

(Si − Si+1)Tu = v1 − (S1 − Sk)
Tu,

whereSi denotes the decryption key of the useri. In the decryption procedure by
the userk, dk is computed as follows:

dk = vk − ST
k u = v1 − (S1 − Sk)

Tu − ST
k u = v1 − ST

1 u.

So, we have thatdk = d1. Therefore, the multi-hop correctness follows from
Theorem 15.3.1straightforwardly. �

15.3.2 Security Proofs

The security of the scheme is based on the dLWE assumption.

Theorem 15.3.3(Security). Let m ≥ ((1 + δ)n + l) logq for δ > 0. The above
scheme is IND-PRE-CPA secure ifdLWE(q, χ) is hard on average.

Proof. It follows by combining the claims below. �

Sequence of games: We define the sequence of the games and bound the distance
between the games.
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Game0: The original IND-PRE-CPA game. First, the challenger feeds⊥ to the
adversary. The challenger simulates the oracles in the challenge phase. If the
oracleChallenge receives (i∗,w0,w1), it flips a coinb ∈ {0, 1} and returns the
target ciphertext (u∗, v∗) = (Ai∗e∗, Pi∗e∗ + t(wb)), wheree∗ ← {0, 1}m. Finally,
the adversary outputs a guessb′. If b = b′, then the challenger outputs 1,
otherwise 0.

Game1: We modify the above game, by changing the generation methods of
keys. At the beginning of the challenge phase, the challenger first generates
re-encryption keysR1↔ j ← Zn×l

q for j = 2, . . . ,Q. The other re-encryption
key Ri↔ j is computed byRi↔ j = R1↔i − R1↔i . Next it choosesS1 ← Zn×l

q ,
A1 ← Zn×m

q , and X1 ← χl×m, and computesP1 = ST
1 A1 + X1. If Init is

called with an inputi, the challenger choosesAi ← Zn×m
q , andXi ← χl×m, and

computesPi = ST
1 Ai − RT

1↔i Ai + Xi . If ReKey is called withi, j ∈ HU, then it
returnsRi↔ j . If ReEnc is called withi, j, (u, c), then it uses the re-encryption
key Ri↔ j to re-encrypt the ciphertext. The other conditions are the same as in
the original game,Game0.

Game2: We replace the generation method of keys. The challenger queries to
the oracleAS,χ and obtainsQm samples (̄A, P̄) ∈ Zn×Qm

q × Zl×Qm
q . Then, it

chops into (̄Ai , P̄i) ∈ Zn×m
q × Zl×m

q for i = 1, . . . ,Q. It sets (A1, P1) = (Ā1, P̄1)
and (Ai , Pi) = ( Āi , P̄i − RT

1↔i Āi). The other conditions are the same as in the
previous game,Game1.

Game3: We replace the oracleAS,χ with U(Zn
q × Zl

q). Hence, the challenger ob-
tainsQmsamples (A, P) from U(Zn

q×Zl
q) at first. Now,P is chosen uniformly

at random.

Let Si denote the event that the adversary wins, i.e.,b′ = b in the game
Gamei . We denote byAdv ind−pre−cpa

LWEPRE,A (n) the advantage of the adversaryA in the
IND-PRE-CPA game with the security parametern. By definition, we have that
Adv ind−pre−cpa

LWEPRE,A (n) = |2 Pr[S0] − 1| = |Pr[S0] − Pr[S1]|.
Claim 15.3.4. Game0 andGame1 are identical.

Proof. Recall thatRi↔ j = Si − Sj by the definition. Hence, we have thatRi↔ j =

R1↔ j − R1↔i in Game0. This calculation corresponds to the computation ofRi↔ j

in Game1.
Additionally, in Game1 we haveSi = S1 − R1↔i imaginary, sincePi = (S1 −

R1↔i)T Ai + Xi . Therefore, two games are identical.
�

Claim 15.3.5. Game1 andGame2 are identical.

Proof. In Game1, we have thatPi = ST
i Ai + Xi − RT

1↔i Ai .
In Game2, we have thatPi = P̄i − RT

1↔i Ai . Since the samples fromAS,Ψ̄α
is

(Ā, P̄ = ST Ā + X), we conclude that two games are identical. �
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Claim 15.3.6. Game2 and Game3 are computationally indistinguishable if
dLWE(q, χ) is hard on average.

Proof. Notice that in both games, the challenger does not know the secret keys of
the honest users. Hence, if the adversaryA acts differently inGame2 andGame3,
one can distinguishAS,χ from U(Zn

q × Zl
q) with Qm samples. This concludes the

proof. �

Claim 15.3.7. In Game3, no adversary can obtain the informationb if m ≥ ((1 +

δ)n + l) logq. Formally, we have that
∣∣∣∣∣Pr[S3] − 1

2

∣∣∣∣∣ ≤ 2q−δn/4 = negl(n).

Proof. By the parameter setting, we can apply the leftover hash lemma to the target
ciphertext and this concludes the proof. �

15.4 Extension

We next consider a variant ofLWEPRE, denoted byLWEPRE2. In this variant,
users shareA as the public parameter as users share the group (G, q,g) in the El-
Gamal encryption scheme.

Setup(n): Given input the security parametern, it outputs a random matrixA ∈
Zn×m

q asparam.

Reg(A, i): It generatesSi ← Zn×l
q , andXi ← Ψ̄l×m

α , and computesPi = ST
i A +

Xi ∈ Zl×m
q . It outputseki = Pi anddki = Si .

ReKeyGen, Enc, ReEnc, Dec: They are the same as inLWEPRE.

The correctness and the multi-hop correctness ofLWEPRE2 follow from these
of LWEPRE. In order to show the security, we need a lemma on the Gaussian
below.

Key Lemma: The following lemma states that the discretized folded Gauss-
ian with varianceα2/2π statistically hides the discretized folded Gaussian with
varianceδ2α2/2π, whenδ is negligible. The similar lemma appears in [Reg09,
GKPV10]. Additionally, the lemmas are used to construct a key-leakage resilient
secret-key encryption scheme [GKPV10] and a key-dependent-message secure
public-key encryption scheme [BGK09].

Binding two following claims, our lemma is obtained.

Lemma 15.4.1.Let q = q(n) be super-polynomial integer function ofn andα =

α(n) > 0 andδ ∈ (0, 1) reals. Ifδ is n−ω(1), then the statistical distance betweenΨ̄α

andΨ̄α + Ψ̄δα is at mostn−ω(1).
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A similar claim already appeared in [Reg09, Claim 2.2], the statistical distance
betweenΨα and Ψ(1+δ)α = Ψα + Ψδα is at most 9δ for any δ ∈ [0, 1), whose
distributions are not discretized.

Proof. Let µ = δqαt be a natural number. Then, fromClaim 15.4.2, we have that
Pr[|X̄| ≥ µ] is at most 1√

2πt
exp(−πt2). For µ ≤ µ′, we have that the statistical

distance between̄Ψα and Ψ̄α + µ′ is at most (µ + 2)/qα. Hence, the statistical
distance between̄Ψα andΨ̄α + Ψ̄δα is at most 1√

2πt
exp(−πt2) + 2δt. By settingt =

ω(
√

logn) ∈ poly(n) andδt = n−ω(1), we have that the upperbound isn−ω(1). �

For example, we setq(n) = n2 logn, α = 1/n2, δ = n− logn, t = logn. Then,
q · δα = nΘ(logn) is super-polynomial inn andδt = n−Θ(logn) is negligible inn.

Claim 15.4.2. Let X̄ be a random variable according tōΨδα. Then,

Pr[|X̄| ≤ µ] ≥ 1− B(q, α, δ, µ),

where

B(q, α, δ, µ) =
δqα

(µ + 1/2)
√

2π
· exp

(
−π(µ + 1/2)2

δ2q2α2

)
.

In particular, if µ = δqα · ω(
√

logn), Pr[|X̄| ≥ µ] is negligible inn.

Proof. Let Bδ =
δqα

(µ+1/2)
√

2π
exp(−π(µ + 1/2)2/δ2q2α2). In order to prove the claim,

it is sufficient to show that, forX ∼ Ψδα, Pr[|X| ≥ (µ + 1/2)/q] ≤ B(q, α, δ, µ).
Hence, we show that, forX ∼ N(0, (δα)2/2π), Pr[|X| ≥ (µ+ 1/2)/q] ≤ B(q, α, δ, µ).

Applying the tail bound for the Gaussian that Pr[|X| ≥ tσ] ≤ 1
t · exp(−t2/2) for

X ∼ N(0, σ2), we have that

Pr[|X| ≥ (µ + 1/2)/q] ≤ δqα

(µ + 1/2)
√

2π
· exp

(
−π(µ + 1/2)2

δ2q2α2

)
.

This completes the proof. �

Claim 15.4.3. For anyα > 0, anyq ∈ N, and anyµ ∈ N, the statistical distance
betweenΨ̄α andΨ̄α + µ is at most(µ + 2)/qα.

Proof. Let us consider a statistical distance∆µ between dNq(α2/2π) and
dNq(α2/2π) + µ, wheredNq(σ2) is the following distribution; samplesX from
N(0, σ2) and returnsbqXe. Since∆µ ≥ ∆(Ψ̄α, Ψ̄α + µ), we bound this distance by
(µ + 2)/qα.

It is obvious that∆µ ≥ ∆µ′ if µ ≥ µ′. Hence, we assume thatµ is even and show
that∆µ ≤ (µ + 1)/qα. Now, sinceµ is even, the probability thatµ/2 is the sample
from dNq(α2/2π) equals to the probability that fromdNq(α2/2π) + µ. Therefore,
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we have that

∆µ ≤ 2
∑

k<µ/2

Pr
X∼dNq(α2/2π)

[X = k] − Pr
X∼dNq(α2/2π)+µ

[X = k]

= 2
∑

k<µ/2

∫ k+1/2

k−1/2

1
qα
ρqα(x)dx−

∫ k+1/2

k−1/2

1
qα
ρqα(x− µ)dx

= 2

(∫ µ/2+1/2

−∞

1
qα
ρqα(x)dx−

∫ µ/2+1/2

−∞

1
qα
ρqα(x− µ)dx

)

= Pr
X∼N(0,q2α2/2π)

[X ≤ µ/2 + 1/2]

− Pr
X∼N(0,q2α2/2π)

[X ≤ −µ/2 + 1/2]

≤ Pr
X∼N(0,q2α2/2π)

[|X| ≤ µ/2 + 1/2]

=

∫ (µ+1)/2

−(µ+1)/2

1
qα

exp

(
−π x2

q2α2

)
dx

≤
∫ (µ+1)/2

−(µ+1)/2

1
qα

dx =
µ + 1
qα

.

�

Proof of Security: We define the sequence of the games and bound the distance
between the games.

Game0: The original IND-PRE-CPA game. First, the challenger feedsA ←
Zn×m

q to the adversaryA. The challenger simulates the oracles in the challenge
phase. If the oracleChallenge receives (i∗,w0,w1), it flips a coinb ∈ {0, 1} and
returns the target ciphertext (u∗, v∗) = (Ae∗, Pi∗e∗+t(wb)), wheree∗ ← {0, 1}m.
Finally, the adversary outputs a guessb′. If b = b′, then the challenger outputs
1, otherwise 0.

Game1: We modify the above game, by changing the generation methods of
keys. At the beginning of the challenge phase, the challenger first generates
re-encryption keysR1↔ j ← Zn×l

q for j = 2, . . . ,Q. The other re-encryption
key Ri↔ j is computed byRi↔ j = R1↔ j −R1↔i . Next it choosesS1← Zn×l

q and
X1← χl×m, and computesP1 = ST

1 A + X1. If Init is called with an inputi, the
challenger chooses andXi ← χl×m, and computesPi = ST

1 A − RT
1↔i A + Xi . If

ReKey is called withi, j ∈ HU, then it returnsRi↔ j . If ReEnc is called with
i, j, (u, c), then it uses the re-encryption keyRi↔ j to re-encrypt the ciphertext.
The other conditions are the same as in the original game,Game0.

Game1.5: We change the generation method of the noises. We replace
X1, . . . , XQ ← Ψ̄l×m

α with X + X1, . . . , X + XQ, whereX ← Ψ̄l×m
δα . Hence,

the key of the useri is Pi = ST
1 A − RT

1↔i A + X + Xi .
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Game2: We replace the key of the user 1. The challenger queries to the oracle
AS,Ψ̄δα

and obtainsm samples (̄A, P̄ = ST Ā + X̄) ∈ Zn×m
q × Zl×m

q . It computes
Pi = P̄−RT

1↔i Ā + Xi , whereXi ← Ψ̄l×m
α for i = 1, . . . , k. The other conditions

are the same as in the previous game,Game1.5.

Game3: We replace the oracleAS,Ψ̄δα
with U(Zn

q × Zl
q). Then, the challenger

obtainsmsamples (A, P) from U(Zn
q × Zl

q).

The main strategy of the security proof is similar to that in the previous one.
We note thatGame1 andGame1.5 is statistically identical if the parameter settings
satisfy the conditions in Lemma 5.8. The other games are statistically or computa-
tionally identical as in the previous proofs. We omit the details since they are very
similar to the previous proof.

15.5 Concluding Remarks

We remark that anyone can obtain the re-encryption key by using the proxy; Let
us order the proxy to convert the ciphertext (ik,0), wherek ∈ [n], for the useri to
the userj. Then the proxy returns (ik,−RT

i↔ j ik). By repeating the conversion with

k = 1, . . . ,n, we obtain−RT
i↔ j , that is, the re-encryption key betweeni and j.

In the real world, this can be considered as an attack. However, the IND-PRE-
CPA security does not capture this attacks. Hence, we should define the security
on leaks of the re-encryption keys in the CPA settings. We finally note that the
IND-PRE-CCA security captures this attacks, see [CH07, MNT10].
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