
A Study on Lattice-Based Public-Key Cryptosystems

05M37122 Keita Xagawa

Supervisor: Keisuke Tanaka

Department of Mathematical and Computing Sciences

Tokyo Institute of Technology

January 18, 2007



Contents

1 Introduction 1

1.1 Background. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Motivation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Our Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Organization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Preliminaries 6

2.1 Fundamental Notions and Notations. . . . . . . . . . . . . . . . . . . . . . . 6

2.2 Lattice Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.3 Gaussian and Other Distributions. . . . . . . . . . . . . . . . . . . . . . . . . 10

2.4 Codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .11

2.5 Zero Knowledge and Proof of Knowledge. . . . . . . . . . . . . . . . . . . . 11

3 Multi-bit Public-Key Cryptosystems Based on Lattice Problems and Their Pseu-

dohomomorphism 13

3.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .13

3.2 A Multi-Bit Version of the Improved Ajtai-Dwork Cryptosystem. . . . . . . . 17

3.3 A Multi-Bit Version of the Regev’04 Cryptosystem. . . . . . . . . . . . . . . 26

3.4 A Multi-Bit Version of the Regev’05 Cryptosystem. . . . . . . . . . . . . . . 32

3.5 A Multi-Bit Version of the Ajtai Cryptosystem. . . . . . . . . . . . . . . . . . 37

3.6 Concluding Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4 A Modified Regev’05 Cryptosystem, Proofs of Knowledge on Its Secret Key, and

Signature Schemes 43

4.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .43

4.2 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .45

4.3 The Regev’05 Cryptosystem and Its Modification. . . . . . . . . . . . . . . . 48

4.4 Proofs of Knowledge on Its Secret Key. . . . . . . . . . . . . . . . . . . . . . 52

i



4.5 Signature Schemes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.6 Concluding Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5 Proofs of Plaintext Knowledge for the Regev’04 and Regev’05 Cryptosystems 60

5.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .60

5.2 Tools for Proof of Plaintext Knowledge. . . . . . . . . . . . . . . . . . . . . 61

5.3 A Proof of Plaintext Knowledge for the Regev’04 Cryptosystem. . . . . . . . 64

5.4 A Proof of Plaintext Knowledge for the Regev’05 Cryptosystem. . . . . . . . 74

5.5 Concluding Remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

Acknowledgement 83

ii



Chapter 1

Introduction

1.1 Background

Lattice Problems and Cryptography. The lattice-based cryptosystems have been well-studied

since Ajtai’s seminal result [Ajt96a] on a one-way function based on the worst-case hard-

ness of lattice problems, which initiated the cryptographic use of lattice problems. Ajtai and

Dwork first succeeded to construct public-key cryptosystems [AD97] based on the unique

shortest vector problem (uSVP). After their results, a number of lattice-based cryptosystems

have been proposed in the last decade by using cryptographic advantages of lattice prob-

lems [GGH97b, CC99, HPS98, Reg04, Ajt05, Reg05].

We can roughly classify the lattice-based cryptosystems into two types: (A) those who

are efficient on the size of their keys and ciphertexts and the speed of encryption/decryption

procedures, but have no security proofs based on the hardness of well-known lattice problems,

and (B) those who have security proofs based on the lattice problems but are inefficient.

For example, the GGH cryptosystem [GGH97b], NTRU [HPS98] and their improve-

ments [Mic01, PJH03, Ngu02, HGNP+03] belong to the type A. These are efficient multi-bit

cryptosystems related to lattices, however it is unknown whether their security is based on the

hardness of well-known lattice problems. Actually, a few papers reported security issues of

cryptosystems in this type [Ngu99, Gen01].

On the other hand, those in the type B have security proofs based on well-known lattice

problems such as uSVP, the shortest vector problem (SVP) and the shortest linearly independent

vectors problem (SIVP) [AD97, Reg04, Reg05]. (SeeSection 2.2for their definitions and

computational complexity.) In particular, the security of these cryptosystems can be guaranteed

by the worst-case hardness of the lattice problems, i.e., breaking the cryptosystems on average

is at least as hard as solving the lattice problems in the worst case. This attractive property of
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the average-case/worst-case connection has been also studied from a theoretical point of view

and obtained the families of one-way functions or collision-resistant hash functions [Ajt96a,

GGH96, CN97, MR04, Mic04b, LM05, PR06].

Aside from the interesting property, such cryptosystems generally have longer keys and ci-

phertexts than those of the cryptosystems in the type A. To set their size practically reasonable,

their security parameters must be small, which possibly makes the cryptosystems insecure in a

practical sense [NS98]. Therefore, it is important to improve their efficiency for secure lattice-

based cryptosystems in the type B.

In recent years, several researchers actually considered more efficient lattice-based crypto-

systems with security proofs. For example, Regev constructed an efficient lattice-based cryp-

tosystem with shorter keys [Reg05]. The security is based on the worst-case quantum hardness

of certain approximation versions of SVP and SIVP, that is, his cryptosystem is secure if we

have no polynomial-time quantum algorithm that solves the lattice problems in the worst case.

Ajtai also constructed an efficient lattice-based cryptosystem with shorter keys by using a com-

pact representation of special instances of uSVP [Ajt05], whose security is based on a certain

Diophantine approximation problem.

Other Applications. In addition to public-key cryptosystems and families of one-way func-

tions or collision-resistant hash functions, there are many cryptographic primitives, such as

digital signature, bit commitment, proof of knowledge, zero knowledge, and etc. There are a

few works on each primitive based on lattice problems.

On digital signature, there exist lattice-based signature schemes, the GGH signature

scheme [GGH97b], NSS [HPS01], and NTRUSign [HHGP+03]. One year later from

NSS [HPS01] appearing, it was analyzed by two reports [GJSS01, GS02]. In 2003, Szydlo

proposed an attack on the GGH signature scheme and NTRUSign-251 without perturba-

tion [Szy03]. Recently, Nguyen and Regev proposed a practical attack on the GGH signature

scheme and NTRUSign-251 without perturbation using learning algorithm [NR06]. On string

commitment (rather than bit commitment), it is already known that the family of collision-

resistant hash functions implies a statistically-hiding computationally-binding string commit-

ment scheme [HM96, DPP97, DPP98].

There are also a few works on zero knowledge and proof of knowledge. Gold-

reich and Goldwasser showed coGapCVP
Ω(
√

n/ logn)
∈ AM and proposed a statistical zero-

knowledge proof for coGapCVP
Ω(
√

n/ logn)
and coGapSVP

Ω(
√

n/ logn)
[GG00]. In 2003, Mic-

ciancio and Vadhan introduced a statistical zero-knowledge proof for GapCVP
Ω(
√

n/ logn)
and

GapSVP
Ω(
√

n/ logn)
[MV03]. Recently, Goldwasser and Kharchenko published a proof of plain-

text knowledge for the Ajtai-Dwork cryptosystem [GK05].
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1.2 Motivation

First, we remark progress of quantum computation. Using Shor’s algorithm [Sho97], most

number-theoretical cryptosystems are insecure against quantum adversary. Here, we must study

cryptosystems that are secure against quantum adversary. Many researchers consider that com-

binational problems are hard even in quantum computation, and pay attention to lattice-based

cryptosystems. Recently, International Workshop on Post-Quantum Cryptography (PQCrypto

2006) [Eur06] was held, which covered lattice-based cryptosystems, multivariate cryptosys-

tems, and quantum algorithms.

Next, we revisit efficiency of public-key encryption schemes. Letn be a security parameter.

In most number-theoretical public-key encryption schemes, such as RSA, ElGamal, Cramer-

Shoup, etc., the size of public-key isO(n), the size of plaintext isO(n), the size of ciphertext is

O(n), and the time of encryption isO(n3). In a few number-theoretical public-key encryption

schemes, such as Goldwasser-Micali, the size of public-key isO(n), the size of plaintext is

1, the size of ciphertext isO(n), and the time of encryption isO(n2). SeeTable 1.1for the

efficiency of cryptosystems.

Number-Theoretical (1) Number-Theoretical (2)

cryptosystem RSA [RSA78] ElGamal [ElG85] Goldwasser-Micali [GM84]

security Unknown DDH Factoring of RSA modules

size of public key O(n) O(n) O(n)

size of private key O(n) O(n) O(n)

size of plaintext O(n) O(n) 1

size of ciphertext O(n) O(n) O(n)

time of encryption O(n3) O(n3) O(n2)

Lattice-Based (A) Lattice-Based (B)

cryptosystem GGH [GGH97b] NTRU [HPS98] ADGGH [GGH97a] R05 [Reg05]

security Unknown Unknown O(n11)-uSVP SVPÕ(n1.5)

size of public key O(n2 logn) O(n logn) O(n5 logn) O(n2 log2 n)

size of private key O(n2 logn) O(n logn) O(n logn) O(n logn)

size of plaintext O(n) O(n) 1 1

size of ciphertext O(n logn) O(n logn) O(n2 logn) O(n logn)

time of encryption O(n2 logn) O(n logn) O(n2 logn) O(n2 logn)

Table 1.1: summary.

Consequently, in number-theoretical cryptosystems, the sizes is small but the speed is slow.

On the other hand, in lattice-based cryptosystems, the size is big but the speed is fast. We
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expect increasing storage capacity will allow us to use lattice-based cryptosystems practically.

However, the size of plaintext of the lattice-based cryptosystems in type B is only 1 bit and

impede practical use of cryptosystems in type B. Therefore, increasing the size of plaintext in

type B is one of important issues.

Applications of lattice-based cryptosystems are also important issues. There exist many

applications, such that signature, identification, proof of knowledge, and etc, based on number-

theoretic public-key cryptosystems. As seen inSection 1.1, there exist a few applications based

on lattice-based cryptosystems. Construction of applications needs research of properties of

cryptosystems and primitive tools, such as zero knowledge and proof of knowledge. Thus,

we have to study zero knowledge and proof of knowledge for lattice-based cryptosystems and

properties of lattice-based cryptosystems.

1.3 Our Contribution

In this thesis we study applications of lattice-based cryptosystems which belong to the type B.

For simplicity, we call the cryptosystems proposed in [GGH97a, Reg04, Reg05, Ajt05]

ADGGH, R04, R05, and A05, respectively.

1: Multi-bit Public-Key Cryptosystems Based on Lattice Problems and Their Pseudoho-

momorphism. The first is efficient lattice-based cryptosystems with security proofs based on

well-known lattice problems or other secure cryptosystems. Specifically, we propose a univer-

sal technique which admits four lattice-based cryptosystems, ADGGH, R04, R05, and A05,

to encrypt a multi-bit plaintext without changing the size of the ciphertext. Furthermore, we

study their pseudohomomorphisms, the property of the sum of ciphertexts. For more details,

seeChapter 3.

2: A Modified Regev’05 Cryptosystem, Proofs of Knowledge on Its Secret Key, and Signa-

ture Schemes. Secondly, we propose a modified R05 and a proof of knowledge on its secret

key. Although there already exist public-key identification schemes based on lattice problems,

it is not known that its public key can be used as a public key of an encryption scheme. We need

modify the original R05 to obtain a public-key identification scheme. We also propose concrete

lattice-based signature scheme, obtaining by using the Fiat-Shamir transformation [FS86]. The

security in the random oracle model follows theorems in [PS96, OO98, AABN02]. SeeChap-

ter 4for more details.
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3: Proofs of Plaintext Knowledge for the Regev’04 and Regev’05 Cryptosystems.At last,

we propose proofs of plaintext knowledge for R04 and R05 which are based on the proof of

plaintext knowledge for the Ajtai-Dwork cryptosystem in [GK05]. In the construction, we use

the result of (1), tradeoffs and pseudohomomorphisms. We also remark that Goldwasser and

Kharchenko’s technique can not apply to the original R04 and R05. Applying it to the original

cryptosystems will need new techniques. SeeChapter 5for details.

1.4 Organization

The rest of this thesis is organized as follows: We first recall basic notions and notations, and

briefly review tools inChapter 2. Chapter 3describes the multi-bit versions of four lattice-

based cryptosystems and their pseudohomomorphism property. We show the modification of

the Regev’05 cryptosystem, the proof of knowledge on its secret key, and the lattice-based

signature scheme inChapter 4. We discuss the proof of plaintext knowledge of the Regev’04

and Regev’05 cryptosystems inChapter 5.
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Chapter 2

Preliminaries

In this chapter, we denotes notions, notations and definitions. The organization of this chapter is

follows: Section 2.1denotes fundamental notions and notations. We review the definition and

notions of lattices, and list up lattice problems and their complexities inSection 2.2. Section 2.3

describes Gaussian and other distributions which we use in this thesis. We review the definition

and notions of codes inSection 2.4. Finally, we recall the definition of zero knowledge and

proof of knowledge inSection 2.5.

2.1 Fundamental Notions and Notations

We define a negligible amount inn as an amount that is asymptotically smaller thann−c for any

constantc > 0. More formally, f (n) is a negligible function inn if limn→∞nc f (n) = 0 for any

c > 0. Similarly, a non-negligible amount is one which is at leastn−c for somec > 0.

For m-bit stringr ∈ {0,1}m, r i denotesi-th bit of r (i.e., r = r1 . . . rm). We defineIn as then

by n identity matrix. We also defineui ∈ Rn as ann-dimensional vector whosei-th coordinate

is 1 and other coordinates are all 0. The length of a vectorx = t(x1, . . . , xn) ∈ Rn, denoted by

∥x∥, is (
∑n

i=1 x2
i )

1/2. For any fieldK, the inner product of two vectorsx = t(x1, . . . , xn) ∈ Kn and

y = t(y1, . . . , yn) ∈ Kn, denoted by⟨x, y⟩, is
∑n

i=1 xiyi. Let wH(x) denote the Hamming weight

of x, i.e., the number of nonzero elements inx. For any vectorx ∈ Rn and a setS ⊆ Rn we

define Dist(x,S) = inf y∈S ∥y − x∥. Let Bn(c, r) denote ann-dimensional hyperball whose center

is c ∈ Rn and radius isr ≥ 0, that is,{x ∈ Rn | ∥x − c∥ ≤ r}.
Let ⌊x⌉ be the closest integer tox ∈ R (if there are two such integers, we choose the smaller.)

and frc(x) = |x− ⌊x⌉| for x ∈ R, i.e., frc(x) is the distance fromx to the closest integer. We

definex mody asx − ⌊x/y⌋ y for x, y ∈ R. For an elementx ∈ Zq we define|x|q as the integer

x if x ∈ {0,1, . . . , ⌊p/2⌋} and as the integerq− x otherwise. In other words,|x|q represents the
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distance ofx from 0 inZq.

We call probabilityp exponentially close to 1 ifp = 1 − 2−Ω(n). We represent a real num-

ber by rounding its fractional part. If the fractional part ofx ∈ R is represented inm bits,

the rounded number ¯x has the precision of 1/2m, i.e., we have|x− x̄| ≤ 1/2m. The security

parametern of lattice-based cryptosystems is equal to dimension of a lattice in the lattice prob-

lems on which security of the cryptosystems are based. We say that an algorithm distinguishes

between two distributions if the gap between the acceptance probability for their samples is

non-negligible.

2.2 Lattice Problems

An n-dimensional lattice inRn is the setL(b1, . . . , bn) = {
∑n

i=1αibi : αi ∈ Z} of all integral

combinations ofn linearly independent vectorsb1, . . . , bn. The sequence of vectorsb1, . . . , bn

is called abasisof the latticeL. For clarity of notations, we represent a basis by the matrix

B = (b1, . . . , bn) ∈ Rn×n. For any basisB, we define thefundamental parallelepipedP(B) =

{∑n
i=1αibi : 0 ≤ αi < 1}. The vectorx ∈ Rn reduced modulo the parallelepipedP(B), denoted

by x modP(B), is the unique vectory ∈ P(B) such thaty − x ∈ L(B). The dual latticeL∗ of

a latticeL is the setL∗ = {x ∈ Rn : ⟨x, y⟩ ∈ Z for all y ∈ L}. If L is generated by basisB, then

(tB)−1 is a basis for the dual lattice, wheretB is the transpose ofB. For more details on lattices,

see the textbook by Micciancio and Goldwasser [MG02].

We list up well-known hard problems used for lattice-based cryptosystems. Recall that the

length of vectors is defined by thel2 norm in this thesis.

The shortest vector problem (SVP) and its approximation version (SVPγ) have been deeply

studied in the computer science.

Definition 2.2.1 (SVP). Given a basisB of a latticeL, find a non-zero vectorv ∈ L such that

for any non-zero vectorx ∈ L, ∥v∥ ≤ ∥x∥.

Definition 2.2.2(SVPγ). Given a basisB of a latticeL, find a non-zero vectorv ∈ L such that

for any non-zero vectorx ∈ L, ∥v∥ ≤ γ ∥x∥.

The NP-hardness of SVP was shown by Ajtai [Ajt98] under a randomized reduction in 1998.

Recently, Khot [Kho04] proved that SVPc is NP-hard under the assumption NP* RP for

any constantc. He also proved that SVP2O((logn)1/2−ε) is NP-hard within under the assumption

NP* RTIME(2poly(logn)).

Even within a polynomial approximation factor, it is unknown whether there exists a

polynomial-time algorithm for the approximation version of SVP. The most well-known solu-
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tion to this approximation problem is the so-called LLL algorithm proposed in [LLL82]. This

algorithm can solve SVP2n/2 in polynomial time.

On the other hand, there are several non-NP-hardness results on the approximation version

of SVP with a polynomial approximation factor. Goldreich and Goldwasser [GG00] showed

SVP
Ω(
√

n/ logn)
is in NP∩ coAM. Aharonov and Regev [AR05] showed that SVPΩ(

√
n) is in

NP∩ coNP.

The unique shortest vector problem (uSVP) is also well known as a hard lattice problem

applicable to cryptographic constructions. We say the shortest vectorv of a latticeL is f -unique

if for any non-zero vectorx ∈ L which is not parallel tov, f ∥v∥ ≤ ∥x∥. The definition of uSVP

is given as follows.

Definition 2.2.3 ( f -uSVP). Given a basisB of a latticeL whose shortest vector isf -unique,

find a non-zero vectorv ∈ L such that for any non-zero vectorx ∈ L which is not parallel tov,

f ∥v∥ ≤ ∥x∥.

Similarly to the case of SVP, the exact version of uSVP is shown to be in NP-hard by Kumar

and Sivakumar [KS01]. Cai [Cai98] showed thatΩ(n1/4)-uSVP is in NP∩coAM. SeeFigure 2.1

for the hardness of SVP and uSVP.

In the computational complexity theory on lattice problems, the shortest linearly indepen-

dent vectors problem (SIVP) and its approximation version SIVPγ are also considered as a hard

lattice problem.

Definition 2.2.4(SIVP). Given a basisB of a latticeL, find a sequence ofn linearly independent

vectorsv1, . . . , vn ∈ L such that for any sequence ofn linearly independent vectorsx1, . . . , xn ∈
L, maxi=1,...,n ∥vi∥ ≤ maxi=1,...,n ∥xi∥.

Definition 2.2.5 (SIVPγ). Given a basisB of a latticeL, find a sequence ofn linearly inde-

pendent vectorsv1, . . . , vn ∈ L such that for any sequence ofn linearly independent vectors

x1, . . . , xn ∈ L, maxi=1,...,n ∥vi∥ ≤ γmaxi=1,...,n ∥xi∥.

The closest vector problem (CVP) is also an important problem.

Definition 2.2.6(CVP). Given a basisB of a latticeL and a target vectory, find a closest vector

v ∈ L such that for any vectorx ∈ L, ∥y − v∥ ≤ ∥y − x∥.

Definition 2.2.7 (CVPγ). Given a basisB of a latticeL and a target vectory, find a closest

vectorv ∈ L such that for any vectorx ∈ L, ∥y − v∥ ≤ γ ∥y − x∥.

We often consider its decisional promise problem.
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Definition 2.2.8 (GapCVPγ). For γ > 1, instances of the promise closest vector problem

GapCVPγ are tuples (B, y, t) whereB is a basis of a latticeL in Rn, t > 0, and a vectory ∈ Rn.

(B, y, t) is a YES instance of the GapCVPγ if there exists a lattice vectorx ∈ L such that

∥x − y∥ ≤ t. (B, y, t) is a NO instance of the GapCVPγ if there exists no lattice vectorx ∈ L

such that∥x − y∥ ≥ γt.

Although the Diophantine Approximation (DA) was originally a number-theoretic problem,

DA is deeply related to the lattice theory. (See, e.g., [GLS88].) The problem DA is defined as

follows.

Definition 2.2.9 (DA). Givenn real numbersr1, . . . , rn and an integerM, find an integerm ∈
[1,Mn] such that maxni=1 frc (mri) ≤ 1/M.

From a complexity-theoretical point of view, Lagarias [Lag85] showed that decisional ver-

sion of DA is NP-complete. Trolin [Tro01] also showed a reduction from the decisional version

of DA to a certain lattice problem. In the context of cryptography, Ajtai defined a variant of

DA and constructed an efficient lattice-based cryptosystem based on the hardness of this vari-

ant [Ajt05]. We refer to this variant as DA′, defined as follows.

Definition 2.2.10(DA′, [Ajt05]). Let c1, c2 > 0 be constants. Assume thatr1, . . . , rn are sam-

ples from the uniform distribution on (0,1) with the condition that there exists an integerm

such that

1 ≤ m≤ nc1n and frc(mri) ≤ n−(c1+c2) for i = 1, . . . , n.

Givenn, r1, . . . , rn, c1, c2, find such an integerm.

SVP
exact c

NP-hard

√
n/ logn

NP∩ coAM

√
n

NP∩ coNP

2n/2

P

uSVP
exact n1/4

NP∩ coAM

Figure 2.1:the complexity of SVP and uSVP.

9



2.3 Gaussian and Other Distributions

The normal distribution with mean 0 and varianceσ2 is the distribution onR given by the

density function 1√
2πσ

exp
(
−1

2

(
x
σ

)2
)
. For any distributionϕ, we consider the distribution

ϕ(n) obtained as follows: (1) taken samplesx1, . . . , xn from ϕ independently and (2) output
t(x1, . . . , xn). For an-dimensional vectorx and anys > 0, let ρ(n)

s (x) = exp(−π ∥x/s∥2) be a

Gaussian function scaled by a factor ofs. Also, ν(n)
s := ρ(n)

s /sn is ann-dimensional probability

density function. Forα ∈ R+ the distributionΨα is the distribution on [0,1) obtained by sam-

pling from a normal variable with mean 0 and varianceα2/(2π) and reducing the result modulo

1:

Ψα(r) :=
∑
k∈Z

1
α

exp

−π (r − k
α

)2 .
This distribution is obtained by “folding” a Gaussian distributionN(0, α2/(2π)) onR into the

interval [0,1). Based on this distribution, the Regev’04 cryptosystem makes use of a periodic

distributionΦh,α defined by the density functionΦh,α(r) := Ψα(rh mod 1). We can sample

values according to this distribution by using samples fromΨα, as shown in [Reg04]: (1) We

samplex ∈ {0,1, . . . , ⌈h⌉} uniformly at random and then (2) sampley according toΨα. (3) If

0 ≤ (x+ y)/h < 1, we then take the value as a sample. Otherwise, we repeat. For an arbitrary

probability distribution with density functionϕ : T→ R+ and some integerq > 0, we define its

discretizationϕ̄ : Zq → R+ as the discrete probability distribution obtained by sampling from

ϕ, multiplying byq, and rounding to the closest integer moduloq. More formally,

ϕ̄(i) :=
∫ (i+1/2)q

(i−1/2)q
ϕ(x)dx.

Given two probability density functionsϕ1, ϕ2 onRn, we define the statistical distance be-

tween them as∆(ϕ1, ϕ2) := 1
2

∫
Rn |ϕ1(x) − ϕ2(x)|dx. A similar definition holds for discrete ran-

dom variables. We sometimes abuse such notation, and use the same notation for two arbitrary

functions. Note that the acceptance probability of any algorithm on inputs fromX differs from

its acceptance probability on inputs fromY by at most∆(X,Y).

We use the following lemma in [Reg04] to bound the tail of Gaussian distribution.

Lemma 2.3.1 ([Reg04]). The probability that the distance of a normal variable with vari-

ance σ2 from its mean is more than t is at most
√

2/π(σ/t) exp(−(t/σ)2/2). That is,

Prx∼N(m,σ2)[|x−m| > t] ≤
√

2/π(σ/t) exp(−(t/σ)2/2),

We say that an algorithmD with oracle access is a distinguisher between two distributions

if its acceptance probability when the oracle outputs samples of the first distribution and when

the oracle outputs samples of the second distribution differ by a non-negligible amount.
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2.4 Codes

Let Fq denote a field withq elements, whereq is a prime power. Aq-ary linear codeC is a

linear subspace ofFn
q. If C has dimensionk thenC is called an [n, k]q code. A generator matrix

G for a linear codeC is a n by k matrix for which the columns are a basis ofC. Note that

C := {Gm | m ∈ Fk
q}. We say thatG is in standard form ifG =

(
Ik
P

)
. For an [n, k]q codeC, we

define the dual codeC⊥ by C⊥ := {y ∈ Fn
q | for anyx ∈ C, ⟨x, y⟩ = 0}. If G =

(
Ik
P

)
is a generator

matrix in standard form of the codeC, thenH =
(
−tP
In−k

)
is a generator matrix of the codeC⊥. This

follows from the fact thatH has the right size and rank and thattHG = 0, which implies every

codewordGm has inner product 0 with every column ofH. In other words,x ∈ C if and only

if tHx = 0. Thus, we callH a parity-check matrix. We note that, given any generator matrix

G of the codeC, we can efficiently computeC’s generator matrixG′ in standard form andC’s

parity-check matrixH. If C is a linear code with a parity-check matrixH then for everyx ∈ Fn
q

we call tHx the syndrome ofx.

It is well known that the question of finding the nearest codeword to a vector (Nearest Code-

word Problem, NCP) is NP-hard even in approximation version [ABS97]. It is also difficult to

find a word of a given weight from its syndrome [BMvT78].

Definition 2.4.1(Symdrome Decoding Problem, SDP). Given a parity-check matrixH ∈ Zn×m
2 ,

a binary nonzero vectory ∈ Zm
2 , and a positive integerw, find a binary vectorx ∈ Zn

2 with no

more thanw 1’s such thattHx = y.

2.5 Zero Knowledge and Proof of Knowledge

In this section, we recall the definitions and notations of zero knowledge and proof of knowl-

edge.

Definition 2.5.1 (Auxiliary-Input Zero Knowledge). An interactive proof system (P,V) for

a languageL is (perfect/statistical/computational)auxiliary-input zero knowledgeif for ev-

ery probabilistic polynomial-time machineV∗ and polynomialp(·), there exists a probabilis-

tic polynomial-time machineS such that the ensembles{(P,V∗(z))(x)} and {S(x, z)} are (per-

fectly/statistically/computationally) indistinguishable on the set{(x, z) : x ∈ L, |z| = p(|x|)}.

For a relationR ⊆ {0,1}∗ × {0,1}∗ andx ∈ {0,1}∗, we define a set of witnessR(x) := {y :

(x, y) ∈ R}.

Definition 2.5.2 (Proof of Knowlegde). Let η ∈ (0,1). An interactive protocol (P,V) with a

proverP and a verifierV is aproof of knowledge system with knowledge errorκ for a relation

R if the following holds:
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Completeness:For every common inputx for which there existsy such that (x, y) ∈ R the

verifierV always accepts interacting with the proverP.

Validity with error η: There exists a polynomial-time interacting oracle Turing machineK

and a constantc > 0 such that for everyx ∈ {0,1}∗ such thatR(x) , ∅ and for every

proverP∗ the following holds:KP∗(x) ∈ R(x) ∪ {⊥} and Pr[KP∗(x) ∈ R(x)] ≥ (p − κ)c,

wherep > κ is the probability thatV accepts while interacting withP∗ on common input

x.
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Chapter 3

Multi-bit Public-Key Cryptosystems

Based on Lattice Problems and Their

Pseudohomomorphism

3.1 Introduction

As seen inChapter 1, the efficiency of lattice-based cryptosystems is an important problem.

We continue to study efficient lattice-based cryptosystems with security proofs based on well-

known lattice problems or other secure cryptosystems. In particular, we focus on the size of

plaintexts encrypted by the cryptosystems in the type B. To the best of the authors’ knowledge,

all those in this type are single-bit cryptosystems. We therefore obtain more efficient lattice-

based cryptosystems with security proofs if we succeed to construct their multi-bit versions

without increase in the size of ciphertexts.

In this chapter, we consider multi-bit versions of the improved Ajtai-Dwork cryptosystem

proposed by Goldreich, Goldwasser, and Halevi [GGH97a], the Regev cryptosystems given

in [Reg04] and in [Reg05], and the Ajtai cryptosystem [Ajt05]. We develop a universal tech-

nique derived from a general structure behind them for constructing their multi-bit versions

without increase in the size of ciphertexts.

Our technique requires precise evaluation of trade-offs between decryption errors and hard-

ness of underlying lattice problems in the original lattice-based cryptosystems. We firstly give

precise evaluation for the trade-offs to apply our technique to constructions of the multi-bit

versions. This precise evaluation also clarifies a quantitative relationship between the security

levels and the decryption errors in the lattice-based cryptosystems, which may be useful to

improve the cryptosystems beyond our results.
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Ajtai-Dwork Regev’04

cryptosystem ADGGH [GGH97a] mbADGGH R04 [Reg04] mbR04

security O(n11)-uSVP O(n11+ε)-uSVP Õ(n1.5)-uSVP Õ(n1.5+ε)-uSVP

size of public key O(n5 logn) O(n5 logn) O(n4) O(n4)

size of private key O(n2) O(n2) O(n2) O(n2)

size of plaintext 1 O(logn) 1 O(logn)

size of ciphertext O(n2 logn) O(n2 logn) O(n2) O(n2)

rounding precision 2−n 2−n 2−8n2
2−8n2

Regev’05 Ajtai

cryptosystem R05 [Reg05] mbR05 A05 [Ajt05] mbA05

security SVPÕ(n1.5) SVPÕ(n1.5+ε) DA′ A05

size of public key O(n2 log2 n) O(n2 log2 n) O(n2 logn) O(n2 logn)

size of private key O(n logn) O(n logn) O(n logn) O(n logn)

size of plaintext 1 O(logn) 1 O(logn)

size of ciphertext O(n logn) O(n logn) O(n logn) O(n logn)

rounding precision 2−n 2−n 1/n 1/n

Table 3.1: summary. (ε is any positive constant and̃O ( f (n)) meansO
(
f (n) poly(logn)

)
.)

Due to this evaluation of the cryptosystems, it is shown that our multi-bit versions encrypt

O(logn)-bit plaintexts into ciphertexts of the same length as the original ones with reasonable

sacrifices of the hardness of the underlying lattice problems.

The ciphertexts of our multi-bit version are distributed in the same ciphertext space, the-

oretically represented with real numbers, as the original cryptosystem. To represent the real

numbers in their ciphertexts, we have to round their fractional parts with certain precision. The

size of ciphertexts then increases if we process the numbers with high precision. We stress that

our technique does not need higher precision than that of the original cryptosystems, i.e., we

take the same precision in our multi-bit versions as that of the original ones.

SeeTable 3.1for the cryptosystems studied in this chapter. (The problems in the “security”

fields are defined inSection 2.2.)

We call the cryptosystems proposed in [GGH97a, Reg04, Reg05, Ajt05] ADGGH, R04,

R05, and A05, respectively. We also call the corresponding multi-bit versions mbADGGH,

mbR04, mbR05, and mbA05.

We also focus on the algebraic property we callpseudohomomorphismof the lattice-based

cryptosystems. The homomorphism of ciphertexts is quite useful for many cryptographic ap-

plications. (See, e.g., [Rap04].) In fact, the single-bit cryptosystems ADGGH, R04, R05 and
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A05 implicitly have a similar property to the homomorphism. LetE(x1) andE(x2) be cipher-

texts ofx1 andx2 ∈ {0,1}, respectively. Then,E(x1) + E(x2) becomes a variant ofE(x1 ⊕ x2).

More precisely,E(x1)+E(x2) does not obey the distribution of the ciphertexts, but we can guar-

antee the same security level as that of the original cryptosystem and decryptE(x1) + E(x2) to

x1⊕ x2 by the original private key with a small decryption error. We refer to this property as the

pseudohomomorphism. Goldwasser and Kharchenko actually made use of a similar property

to construct the plaintext knowledge proof system for the Ajtai-Dwork cryptosystem [GK05]

(SeeChapter 5).

Unfortunately, it is only overZ2 (and direct product groups ofZ2 by concatenating the

ciphertexts) that we can operate the addition of the plaintexts in the single-bit cryptosystems. It

is unlikely that we can naively simulate the addition over large cyclic groups by concatenating

ciphertexts in such single-bit cryptosystems.

In this chapter, we present the pseudohomomorphic property of mbADGGH, mbR04,

mbR05, and (a slightly modified version mbA05′ of) mbA05 over larger cyclic groups. We

believe that this property extends the possibility of the cryptographic applications of the lattice-

based cryptosystems.

Main Idea for Multi-Bit Constructions and Their Security. We can actually find the fol-

lowing general structure behind the single-bit cryptosystems ADGGH, R04, R05, and A05:

Their ciphertexts of 0 are basically distributed according to a periodic Gaussian distribution

and those of 1 are also distributed according to another periodic Gaussian distribution whose

peaks are shifted to the middle of the period. We thus embed two periodic Gaussian distribu-

tions into the ciphertext space such that their peaks appear alternatively and regularly. (See the

left side ofFigure 3.1.)

Our technique is based on a generalization of this structure. More precisely, we regularly

embedmultipleperiodic Gaussian distributions into the ciphertext space rather than only two

ones. (See the right side ofFigure 3.1.) Embeddingp periodic Gaussian distributions as shown

in this figure, the ciphertexts for a plaintexti ∈ {0, . . . , p − 1} are distributed according the

i-th periodic Gaussian distribution. This cyclic structure enables us not only to improve the

efficiency of the cryptosystems but also to guarantee their security.

If we embed too many periodic Gaussian distributions, the decryption errors increase due

to the overlaps of the distributions. We can then decrease the decryption errors by reducing

their variance. However, it is known that smaller variance generally makes such cryptosystems

less secure, as commented in [GGH97a]. We therefore have to evaluate the trade-offs in our

multi-bit versions between the decryption errors and their security, which depend on their own

structures of the cryptosystems.
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Figure 3.1:the embedding of periodic Gaussian distributions.

Once we evaluate their trade-offs, we can apply a general strategy based on the cyclic struc-

ture to the security proofs. The security of the original cryptosystems basically depends on the

indistinguishability between a certain periodic Gaussian distributionΦ and a uniform distribu-

tion U since it is shown in their security proofs that we can construct an efficient algorithm for

a certain hard lattice problem by employing an efficient distinguisher betweenΦ andU. The

goal is thus to construct the distinguisher from an adversary against the multi-bit version.

We first assume that there exists an efficient adversary for distinguishing between two

Gaussian distributions corresponding two kinds of ciphertexts in our multi-bit version with

its public key. By the hybrid argument, the adversary can distinguish either betweenΦi andU

or betweenΦ j andU. We now suppose that it can distinguish betweenΦi andU. Note that

we can slideΦi toΦ0 corresponding to ciphertexts of 0 even if we do not know the private key

by the cyclic property of the ciphertexts. Thus, we obtain an efficient distinguisher betweenΦ0

andU. Φ0 is in fact a variance-reduced version of the periodic Gaussian distributionΦ used

in the original cryptosystem. We can guarantee the indistinguishability between such a version

Φ0 andU is based on the hardness of another lattice problem slightly easier than the original

one. We can therefore guarantee the security of our multi-bit versions similarly to the original

ones.

Encryption and Decryption in Multi-Bit Versions. We also exploit this cyclic structure for

the correctness of encryption and decryption procedures. In the original cryptosystems except

for R05, the private key is the periodd of the periodic Gaussian distribution, and the public key

consists of the information for generating the periodic Gaussian distribution corresponding to

0 and the information for shifting the distribution to the other distribution corresponding to 1.

The latter information for the shift essentially isk(d/2) for a random odd numberk. Then, if

we want to encrypt a plaintext 0, we generate the periodic Gaussian distribution corresponding
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to 0. Also, if we want to encrypt 1, we generate the distribution corresponding to 0 and then

shift it using the latter information.

The private and public keys in our multi-bit versions are slightly different from those of

the original ones. The major difference is the information for shifting the distribution. If the

size of the plaintext space isp, the information for the shift is essentiallyk(d/p), where the

numberk must be a coprime top for unique decryption. We then interpret the numberk as a

generator of the “group” of periodic Gaussian distributions. We adopt a prime as the size of the

plaintext spacep for efficient public key generation in our constructions. The private key also

contains this numberk other than the periodd. Therefore, we can construct correct encryption

and decryption procedures using this informationk.

In the cases of R05 and mbR05, it is not necessary for keys to contain the information for

the shift. We can actually obtain such information due to their own structures even if it is not

given from the public key. Thus,p is not necessarily a prime in mbR05.

Pseudohomomorphism in Multi-Bit Versions. The regular embedding of the periodic

Gaussian distributions also gives our multi-bit cryptosystems the algebraic property named

pseudohomomorphism. Recall that a Gaussian distribution has the following reproducing prop-

erty: For two random variablesX1 andX2 according toN(m1, s2
1) andN(m2, s2

2), whereN(m, s2)

is a Gaussian distribution with meanm and standard deviations, the distribution ofX1 + X2 is

equal toN(m1 + m2, s2
1 + s2

2). This property implies that the sum of two ciphertexts (i.e., the

sum of two periodic Gaussian distributions) becomes a variant of a ciphertext (i.e., a periodic

Gaussian distribution with larger variance). This sum can be moreover decrypted into the sum

of two plaintexts with the private key of the multi-bit version, and has the indistinguishability

based on the security of the multi-bit version. By precise analysis of our multi-bit versions, we

estimate the upper bound of the number of the ciphertexts which can be summed without the

change of the security and the decryption errors.

3.2 A Multi-Bit Version of the Improved Ajtai-Dwork Cryp-

tosystem

We discuss the improved Ajtai-Dwork cryptosystem ADGGH given by Goldreich, Goldwasser,

and Halevi [GGH97a] in detail and apply our technique to construction of its multi-bit version

mbADGGH in this section.
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3.2.1 The Improved Ajtai-Dwork Cryptosystem and Its Multi-Bit Ver-

sion

For understanding our construction intuitively, we first overview the protocol of ADGGH. Let

N = nn = 2n logn. We define ann-dimensional hypercubeC and ann-dimensional ballBr as

C = {x ∈ Rn : 0 ≤ xi < N, i = 1, . . . , n} and Br = Bn(0,n−r/4) = {x ∈ Rn : ∥x∥ ≤ n−r/4}
for any constantr ≥ 7, respectively. Foru ∈ Rn and an integeri we define a hyperplaneHi as

Hi = {x ∈ Rn : ⟨x,u⟩ = i}.

Figure 3.2:ciphertexts of 0 in ADGGH. Figure 3.3:ciphertexts of 1 in ADGGH.

Roughly speaking, ADGGH encrypts 0 into a vector distributed closely around hidden

(n − 1)-dimensional parallel hyperplanesH0,H1,H2, . . . for a normal vectoru of H0, and

encrypts 1 into a vector distributed closely around their intermediate parallel hyperplanes

H0 + u/(2∥u∥2),H1 + u/(2∥u∥2), . . . . (SeeFigure 3.2andFigure 3.3.) Then, the private key

is the normal vectoru. These distributions of ciphertexts can be obtained from its public key,

which consists of vectors on the hidden hyperplanes and informationi1 for shifting a vector on

the hyperplanes to another vector on the intermediate hyperplanes. If we know the normal vec-

tor, we can reduce then-dimensional distribution to on the 1-dimensional one along the normal

vector. Then, we can easily find whether a ciphertext distributed around the hidden hyperplanes

or the intermediate ones.

We now describe the protocol of ADGGH as follows. Our description slightly generalizes

the original one by introducing a parameterr, which controls the variance of the distributions

since we need to estimate a trade-off between the security and the size of plaintexts in our

multi-bit version.

Cryptosystem 3.2.1(ADGGH [AD97, GGH97a]). All the participants agree with the secu-

rity parametern, the variance-controlling parameterr, and the precision 2−n for rounding real

numbers.

Key Generation: We chooseu uniformly at random from then-dimensional unit ball.

Let m = n3. Repeating the following procedurem times, we samplem vectors
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v1, . . . , vm: (1) We chooseai from {x ∈ C : ⟨x,u⟩ ∈ Z} uniformly at random,

(2) chooseb1, . . . , bn from Br uniformly at random, (3) and outputvi = ai +
∑n

j=1 b j

as a sample. We then take the minimum indexi0 satisfying that the width of

P(vi0+1, . . . , vi0+n) is at leastn−2N, where width of a parallelepipedP(x1, . . . xn) is de-

fined as mini=1,...,n Dist(xi , span(x1, . . . , xi−1, xi+1, . . . , xn)) for a distance function Dist(·, ·)
between a vector and an (n − 1)-dimensional hyperplane. Now letw j = vi0+ j for every

j ∈ {1, . . . , n}, V = (v1, . . . , vm), andW = (w1, . . . ,wn). We also choose an indexi1 uni-

formly at random from{i : ⟨ai ,u⟩ is odd}, whereai is the vector appeared in the sampling

procedure forvi. Note that there are such indicesi0 and i1 with probability 1− o(1). If

such indices do not exist, we perform this procedure again. To guarantee the security,

∥u∥ should be in [1/2,1). The probability of this event is exponentially close to 1. If the

condition is not satisfied, we sample the vectoru again. Then, the private key isu and

the public key is (V,W, i1).

Encryption: Let S be a uniformly random subset of{1,2, . . . ,m}. We encrypt a plaintext

σ ∈ {0,1} to x = σ2 vi1 +
∑

i∈S vi modP(W).

Decryption: Let x ∈ P(W) be a received ciphertext. We decryptx to 0 if frc (⟨x, u⟩) ≤ 1/4 and

to 1 otherwise.

Carefully reading the results in [AD97, GGH97a], we obtain the following theorem on the

cryptosystem ADGGH.

Theorem 3.2.2([GGH97a]). The cryptosystemADGGH encrypts a1-bit plaintext into an

n⌈n(logn+1)⌉-bit ciphertext with no decryption error. The security ofADGGH is based on the

worst case of O(nr+5)-uSVPfor r ≥ 7. The size of the public key is O(n5 logn) and the size of

the private key is O(n2).

As commented in [Cai03], we can actually improve the security of ADGGH by a result

in [Cai03]. We give the precise proof inSection 3.2.5.

Theorem 3.2.3.The security ofADGGH is based on the worst case of O(nr+4)-uSVPfor r ≥ 7.

We next describe the multi-bit version mbADGGH of ADGGH. Letp be a prime such that

2 ≤ p ≤ nr−7, where the parameterr controls a trade-off between the size of the plaintext space

and the hardness of underlying lattice problems. In mbADGGH, we can encrypt a plaintext

of log p bits into a ciphertext of the same size as ADGGH. The strategy of our construction

basically follows the argument inSection 3.1. Note that the parameterr is chosen to keep our

version error-free.

Cryptosystem 3.2.4(mbADGGH). All the participants agree with the parametersn, r and the

precision 2−n similarly to ADGGH, and additionally the sizep of the plaintext space.
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Key Generation: The key generation procedure is almost the same as that of ADGGH. We

choose an indexi′1 uniformly at random from{i : ⟨ai , u⟩ . 0 modp} instead ofi1 in the

original key generation procedure. We set decryption informationk ≡ ⟨ai′1
,u⟩ mod p.

Note that there is such ak with probability 1− (1/p)m = 1− o(1). Then, the private key

is (u, k) and the public key is (V,W, i′1).

Encryption: Let S be a uniformly random subset of{0,1}m. We encryptσ ∈ {0, . . . , p− 1} to
x = σpvi′1

+
∑

i∈S vi modP(W).

Decryption: We decrypt a received ciphertextx ∈ P(W) to ⌊p⟨x,u⟩⌉ k−1 mod p, wherek−1 is

the inverse ofk in Zp.

Before evaluating the performance of mbADGGH precisely, we give the summary of the

results as follows.

Theorem 3.2.5(security and decryption errors). Let r ≥ 7 be any constant and let p(n) be

a prime such that2 ≤ p(n) ≤ nr−7. The cryptosystemmbADGGH encrypts a⌊log p(n)⌋-bit

plaintext into an n⌈n(logn + 1)⌉-bit ciphertext without the decryption errors. The security of

mbADGGH is based on the worst case of O(nr+4)-uSVP. The size of the public key is the same

as that of the original one. The size of the private key is⌈log p(n)⌉ plus that of the original one.

Theorem 3.2.6(pseudohomomorphism). Let r ≥ 7 be any constant. Also, let p be a prime

and letκ be an integer such thatκp ≤ nr−7. Let Em be the encryption function ofmbADGGH.

For any κ plaintextsσ1, . . . , σκ (0 ≤ σi ≤ p − 1), we can decrypt the sum ofκ ciphertexts∑κ
i=1 Em(σi) modP(W) into

∑κ
i=1σi mod p without decryption error. Moreover, if there exist

two sequences of plaintexts(σ1, . . . , σκ) and (σ′1, . . . , σ
′
κ), and a polynomial-time algorithm

that distinguishes between
∑κ

i=1 Em(σi) modP(W) and
∑κ

i=1 Em(σ′i ) modP(W) with its public

key, then there exists a polynomial-time algorithm that solves O(nr+4)-uSVPin the worst case

with non-negligible probability.

3.2.2 Decryption Errors of mbADGGH

We first evaluate the decryption error probability in mbADGGH. The following theorem can

be proven by a similar argument to the analysis of [AD97, GGH97a]. Since we generalize this

theorem for analysis of the pseudohomomorphism in mbADGGH (Theorem 3.2.12), we here

give a precise proof.

Theorem 3.2.7.The cryptosystemmbADGGHmakes no decryption errors.

Proof. Since the decryption error probability for any ciphertext can be estimated by sliding the

distribution to that of the ciphertext of 0, we first estimate the decryption error probability for

the ciphertext of 0.
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Let H := {x ∈ Rn : ⟨x,u⟩ ∈ Z}. From the definition, Dist(vi ,H) ≤ n · n−r/4 for 1 ≤ i ≤ m.

Thus, we can obtain frc(⟨vi ,u⟩) ≤ n1−r/4 and frc
(⟨∑i∈S vi ,u⟩

) ≤ n4−r/4. Next, we estimate an

inner product between
∑

i∈S vi modP(W) andu. Let
∑

i∈S vi = r +
∑n

j=1 qjw j, wherer ∈ P(W).

Since
∥∥∥w j

∥∥∥ ≥ n−2N andp ≤ nr−7, we have
∣∣∣qj

∣∣∣ ≤ n5 and

frc (⟨r , u⟩) ≤ n · n5 · 1
4

n1−r +
1
4

n4−r ≤ 5
16

n7−r ≤ 1
2p
.

Therefore, we decrypt a ciphertext of 0 into 0 without decryption errors.

Now let ρ be a ciphertext ofσ. Let Z ± a := {x ∈ R : frc (x) ≤ a} for a ≥ 0 and

Z+ a± b := {x ∈ R : frc (x− a) ≤ b} for a,b ≥ 0. By a property of the key generation, we have

⟨vi′1
/p, u⟩ ∈ Z + k/p± n1−r/4p and

⟨ρ,u⟩ ∈ Z + k
p
σ ± 5

16
n7−r ± 1

4p
n1−rσ ± 1

4
n4−r ⊂ Z + k

p
σ ± 3

8
n7−r .

Therefore, we obtain⟨ρ,u⟩ ∈ Z + kσ/p ± 1/(2p) and decryptρ into σ without decryption

errors. �

3.2.3 Security of mbADGGH

We next prove the security of mbADGGH. LetUP(W) be a uniform distribution onP(W). We

denote the encryption function of ADGGH byE defined as a random variableE(σ, (V,W, i1))

for a plaintextσ and a public key (V,W, i1). If the public key is obvious, we abbreviate

E(σ, (V,W, i1)) to E(σ). Similarly, the encryption functionEm is defined for mbADGGH.

First, we show that the indistinguishability between two certain distributions is based on

the worst-case hardness of uSVP. The following lemma can be obtained by combiningTheo-

rem 3.2.3and the results in [AD97] and [GGH97a] with our generalization.

Lemma 3.2.8 ([AD97, GGH97a]). If there exists a polynomial-time distinguisher between

(E(0), (V,W, i1)) and (UP(W), (V,W, i1)), there exists a polynomial-time algorithm for the worst

case of O(nr+4)-uSVPfor r ≥ 7.

We next present the indistinguishability between the ciphertexts of 0 in mbADGGH and

UP(W).

Lemma 3.2.9. If there exists a polynomial-time algorithmD1 that distinguishes between

(Em(0), (V,W, i′1)) and (UP(W), (V,W, i′1)), there exists a polynomial-time algorithmD2 that dis-

tinguishes between(E(0), (V,W, i1)) and(UP(W), (V,W, i1)).
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Proof. We denote byε(n) the non-negligible gap of the acceptance probability ofD1 between

Em(0) andUP(W) with its public key. We will construct the distinguisherD2 from the given

algorithmD1. To runD1 correctly, we first find the indexi′1 by estimating the gap of acceptance

probability betweenEm(0) andUP(W) with the public key. If we can findi′1, we output the result

of D1 usingi′1 with the public key. Otherwise, we output a uniformly random bit. For random

inputs of ciphertexts and public keys, the above procedure can distinguish between them.

We now describe the details ofD2 as follows. We denote byx and (V,W, i1) a ci-

phertext and a public key of ADGGH given as an input forD2, respectively. Also, let

p0 = Pr[D1(Em(0), (V,W, j)) = 1] and pU = Pr[D1(UP(W), (V,W, j)) = 1], where the proba-

bility p0 is taken over the inner random bits of the encryption procedure andpU is taken over

UP(W).

(D1) For everyj ∈ {1, . . . ,m}, we runD1(Em(0), (V,W, j)) andD1(UP(W), (V,W, j)) T = n/ε2

times. Letx0( j) andxU( j) be the number of 1 in the outputs ofD1 for the ciphertexts of

0 and the uniform distribution with the indexj, respectively.

(D2) If there exists the indexj′ such that|x0( j′) − xU( j′)| /T > ε/2, we takej′ as the compo-

nent of the public key.

(D3) We outputD1(x, (V,W, j′)) if we find j′. Otherwise, we output a uniformly random bit.

Note that we have|p0 − x0( j′)/T | ≤ ε/4 and|pU − xU( j′)/T | ≤ ε/4 with probability exponen-

tially close to 1 by the Hoeffding bound [Hoe63]. Therefore, we succeed to choose the indexj′

with whichD1 can distinguish between the target distributions with probability exponentially

close to 1 if j′ exists. By the above argument,D1 works correctly for a non-negligible fraction

of all the inputs. �

The next lemma can be proven by the hybrid argument.

Lemma 3.2.10.If there existσ1, σ2 ∈ {0, . . . , p− 1} and a polynomial-time algorithmD3 that

distinguishes between(Em(σ1), (V,W, i′1)) and (Em(σ2), (V,W, i′1)), there exists a polynomial-

time algorithmD4 that distinguishes between(Em(0), (V,W, i′1)) and(UP(W), (V,W, i′1)).

Proof. By the hybrid argument, the distinguisherD3 can distinguish betweenEm(σ1) and

UP(W) or betweenEm(σ2) and UP(W) with its public key. Without loss of generality, we

can assume thatD3 can distinguish betweenEm(σ1) and UP(W) with its public key. Note

that we haveEm(σ1, (V,W, i′1)) = Em(0, (V,W, i′1)) +
σ1
p vi′1

modP(W) by the definition of

Em. Then, we can transform a givenx from Em(0, (V,W, i′1)) to another sampley from

Em(σ1, (V,W, i′1)). We can therefore obtain the polynomial-time algorithmD4 that distinguishes

between (Em(0), (V,W, i′1)) and (UP(W), (V,W, i′1)). �
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By the above three lemmas, we obtain the security proof for our multi-bit version

mbADGGH.

Theorem 3.2.11.If there exist plaintextsσ1, σ2 ∈ {0, . . . , p− 1} and a polynomial-time algo-

rithm that distinguishes between the ciphertexts ofσ1 andσ2 of mbADGGHwith its public key,

there exists a polynomial-time algorithm for the worst-case of O(nr+4)-uSVPfor r ≥ 7.

3.2.4 Pseudohomomorphism of mbADGGH

As stated inTheorem 3.2.6, mbADGGH has the pseudohomomorphic property. To demonstrate

this property, we have to evaluate the decryption errors for sum of ciphertexts and prove its

security.

Decryption Errors for Sum of Ciphertexts. First, we evaluate the decryption errors when

we apply the decryption procedure to the sum of ciphertexts in mbADGGH. Recall thatZ±a :=

{x ∈ R : frc (x) ≤ a} for a ≥ 0 andZ + a± b := {x ∈ R : frc (x− a) ≤ b} for a,b ≥ 0.

Theorem 3.2.12.Let r ≥ 7 be any constant. Also let p be a prime andκ be an integer such

that κp ≤ nr−7. For anyκ plaintextsσ1, . . . , σκ (0 ≤ σi ≤ p− 1), we can decrypt the sum ofκ

ciphertexts
∑κ

i=1 Em(σi) modP(W) into
∑κ

i=1σi mod p without the decryption errors.

Proof. We defineρ1, . . . , ρκ as ciphertexts ofσ1, . . . , σκ, respectively. We will show that we

can decryptρ :=
∑κ

i=1 ρi modP(W) into
∑κ

i=1σi mod p. From the proof ofTheorem 3.2.7, we

have

⟨ρi ,u⟩ ∈ Z +
k
p
σi ±

3
8

n7−r .

Hence, we obtain

⟨
κ∑

i=1

ρi ,u⟩ ∈ Z +
k
p

κ∑
i=1

σi ±
3
8
κn7−r .

Combining with the factρi ∈ P(W) andκp ≤ nr−7, we have

⟨ρ,u⟩ ∈ Z + k
p

κ∑
i=1

σi ±
3
8
κn7−r ± 1

4
κn2−r ⊂ Z + k

p

κ∑
i=1

σi ±
1
2
κn7−r ⊂ Z + k

p

κ∑
i=1

σi ±
1

2p
.

Therefore, we correctly decryptρ into
∑κ

i=1σi mod p. �

Security for Sum of Ciphertexts. We can also give the security proof for the sum of ci-

phertexts in mbADGGH. The security proof obeys so general framework that we can apply

the same argument to the security of sum of ciphertexts in the other multi-bit versions mbR04,
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mbR05, and mbA05′. For convenience of the other multi-bit versions, we here present an ab-

stract security proof for sum of ciphertexts. We denote the encryption function of our multi-bit

cryptosystems byEm, also regarded as a random variableEm(σ, pk) for a plaintextσ and a

public key pk. If the public key is obvious, we abbreviateEm(σ, pk) to Em(σ). Let C be the

ciphertext space andUC be the uniform distribution onC.

We first show that it is hard to distinguish between the sum of ciphertexts and the uniform

distribution if it is hard to distinguish betweenκ samples fromEm(0) and those fromUC.

Lemma 3.2.13. If there exist two sequences of plaintexts(σ1, . . . , σκ) and (σ′1, . . . , σ
′
κ)

and a polynomial-time algorithmD1 that distinguishes between(
∑κ

i=1 Em(σi), pk) and

(
∑κ

i=1 Em(σ′i ), pk), then there exists a polynomial-time algorithmD2 that distinguishes between

κ ciphertexts and its public key(Em(0, pk), . . . ,Em(0, pk), pk) and uniformly randomκ cipher-

texts and the public key(UC, . . . ,UC, pk).

Proof. By the hybrid argument, the distinguisherD1 can distinguish between
∑κ

i=1 Em(σi) and

UC or between
∑κ

i=1 Em(σ′i ) andUC with its public key. Without loss of generality, we can

assume thatD1 can distinguish between (
∑κ

i=1 Em(σi), pk) and (UC, pk). By (σ1, . . . , σκ), we

can transform (Em(σ1), . . . ,Em(σκ), pk) into (
∑κ

i=1 Em(σi), pk). This shows the polynomial-

time distinguisherD2. �

As already stated inSection 3.1(andLemma 3.2.9in the case of ADGGH), the original

security proofs of ADGGH, R04, R05 and A05 show that we have efficient algorithms for

certain lattice problems if there is an efficient distinguisher betweenEm(0) andUC with its

public key. By the similar argument to that in original proofs, we also have such algorithms

from efficient distinguisherD2 between (Em(0), . . . ,Em(0), pk) and (UC, . . . ,UC, pk). Thus, we

obtain fromD2 in Lemma 3.2.13a probabilistic polynomial-time algorithmA that solve the

worst case ofO(nr+4)-uSVP in the case of mbADGGH.

By combining the above discussion withLemma 3.2.13, we guarantee the security of the

sum of ciphertexts in mbADGGH.

Theorem 3.2.14. If there exist two sequences of plaintext(σ1, . . . , σκ) and (σ′1, . . . , σ
′
κ)

and a polynomial-time algorithmD1 that distinguishes between(
∑κ

i=1 Em(σi), pk) and

(
∑κ

i=1 Em(σ′i ), pk), then there exists a probabilistic polynomial-time algorithmA that solves

the worst case of O(nr+4)-uSVPin the case ofmbADGGH.

3.2.5 Proof of Theorem 3.1.3

For the proof ofTheorem 3.2.3, we first describe the transference theorems.
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Transference theorems

Let B(r) be ann-dimensional ball inRn centered at0 with radiusr, i.e.,B(r) = {x ∈ Rn : ∥x∥ ≤
r}.

Definition 3.2.15(Minkowski’s successive minima). For ann-dimensional latticeL in Rn the

i-th successive minimaλi(L) is defined as follows:

λi(L) = min
v1,...,vi∈L

max
1≤ j≤i

∥∥∥v j

∥∥∥ ,
where the sequence of vectorsv1, . . . , vi ∈ L ranges over alli linearly independent lattice

vectors.

It is not hard to show that

λi(L) = min{r : max
v1,...,vi∈L∩B(r)

dim(span(v1, . . . , vi)) = i}.

Banaszczyk showed the following transference theorem in [Ban93].

Theorem 3.2.16([Ban93]). For every n-dimensional lattice L and every constant c> 3/2π,

λi(L) · λn−i+1(L
∗) ≤ cn,

for all sufficiently large n.

We say a sublatticeL′ ⊆ L is asaturated sublatticeif L′ = L ∩ span(L′), where span(L′) is

the linear subspace ofRn spanned by the basis ofL′. For 1≤ i ≤ n, we definegi(L) to be the

minimum r such that the sublattice generated byL ∩ B(r) contains ani-dimensional saturated

sublatticeL′. Clearly,λi(L) ≤ gi(L) for 1 ≤ i ≤ n.

Cai improvedTheorem 3.2.16as the following theorem.

Theorem 3.2.17([Cai03]). For every an n-dimensional lattice L and for every constant c>

3/2π,

λi(L) · gn−i+1(L
∗) ≤ cn,

for all sufficiently large n.

Main Proof

Now, we give the proof ofTheorem 3.2.3.

Proof ofTheorem 3.2.3. The proof is similar to the argument of [AD96, AD97]. Let Hu be

the distribution ofvi in the key generation procedure of ADGGH. Ajtai and Dwork gave the

following two lemmas.
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Lemma 3.2.18(Lemma 8.1, [AD97]). If there exists a probabilistic polynomial-time algorithm

D1 such that distinguishes between E(0) and UP(W) with (V,W), there exists a probabilistic

polynomial-time algorithmD2 such that distinguishes between Hu and UC, where UC is an

uniform distribution on C.

Lemma 3.2.19(Lemma 8.2, [AD97]). If there exists a probabilistic polynomial-time algorithm

D2 such that distinguishes between Hu and UC, there exists a probabilistic polynomial-time

algorithmA such that solve the worst case of f(n)-uSVP.

We now evaluate the value off (n). Given an instance off (n)-uSVP, we obtain a lattice

L by certain linear transformations shown in [AD97] such that we can efficiently compute its

shortest vectoru if there exists an efficient attacking algorithm for ADGGH. Then, the dual

lattice J = L∗ of L has a saturated sublatticeJ′ on a hyperplaneH0 orthogonal tou. Let l be

the length of the smallest basis ofJ′, where the length of the basisB = (v1, . . . , vn) is defined

as maxi=1,...,n ∥vi∥.
It is also commented in [AD97] that the lengthl of the smallest basis ofJ′ is approxi-

matelyO(n2/ f (n)). It also holds that this upper bound isO(n−r−3) by combining the argument

in [AD97] with our generalization. Thus, we obtainf (n) = O(nr+5).

On the other hand, we obtainλ2(L) · gn−1(L∗) ≤ cn by Theorem 3.2.17with i = 2, i.e.,

λ2(L) · l ≤ cn for some constantc > 3/2π. We can also see thatλ2(L) ≥ f (n) ∥u∥ from the

definition. Thus, we can obtain an upper boundO(n/ f (n)) of l.

By the above argument, we obtainf (n) = O(nr+4), which completes the proof ofTheo-

rem 3.2.3. �

3.3 A Multi-Bit Version of the Regev’04 Cryptosystem

3.3.1 The Regev’04 Cryptosystem and Its Multi-Bit Version

In this section we consider the Regev cryptosystem R04 proposed in [Reg04]. Roughly speak-

ing, the ciphertexts of 0 and 1 approximately corresponds to two periodic Gaussian distributions

in R04. (SeeFigure 3.4andFigure 3.5.) We now denote the distributions of the ciphertexts of

0 and 1 asΦ0 andΦ1, respectively. Note that every peak inΦ1 is regularly located in the middle

of two peaks inΦ0. A parameterh is approximately equal to the number of peaks inΦ0, and a

private keyd, obtained fromh, corresponds to length of the period. A public key is of the form

(a1, . . . , am, i0), wherea1, . . . , am are samples fromΦ0 to make a ciphertext of 0 by summing up

randomly chosen elements from the samples and a certain indexi0 ∈ {1, . . . ,m} is used to shift

a ciphertext of 0 to that of 1 by addingai0/2 to a ciphertext of 0. One can easily see that we can
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distinguish betweenΦ0 andΦ1 with d. It however seems hard to distinguish them only with

polynomially many samples ofΦ0 andi0. Actually, it is shown in [Reg04] that breaking R04 is

at least as hard as the worst case of a certain uSVP.

d

Prob. h≈#peaks 

0
282 n

Figure 3.4:ciphertexts of 0 in R04. Figure 3.5:ciphertexts of 1 in R04.

In what follows, we precisely describe the original R04. First, we recall the definition of

a folded Gaussian distributionΨα whose density function isΨα(l) =
∑

k∈Z(1/α) exp(−π((l −
k)/α)2). This distribution is obtained by “folding” a Gaussian distributionN(0, α2/(2π)) on

R into the interval [0,1). Note that this folded Gaussian distribution is equivalent with the

fractional part ofN(0, α2/(2π)). Based on this distribution, R04 makes use of a periodic distri-

butionΦh,α defined by the following density function:Φh,α(l) = Ψα(lh mod 1). We can sample

values according to this distribution by using samples fromΦα, as shown in [Reg04]: (1) We

samplex ∈ {0, . . . , ⌈h⌉} uniformly at random and then (2) sampley according toΨα. (3) If

0 ≤ (x+ y)/h < 1, we then take the value as a sample. Otherwise, we repeat (1) and (2).

Let N = 28n2
, m= c0n2 for a sufficiently large constantc0, andγ(n) = ω(n

√
logn), specify-

ing the size of the ciphertext space, the size of the public keys, and the variance of the folded

Gaussian distribution, respectively. In this section, we require precision of 1/28n2
= 1/N for

rounding real numbers.

Cryptosystem 3.3.1(R04, [Reg04]). All the participants agree with the security parametern

and the precision 2−8n2
.

Key Generation: Let H = {h ∈ [
√

N,2
√

N) : frc (h) < 1/(16m)}. We chooseh ∈ H

uniformly at random and setd = N/h. The private key is the numberd. Choosing

α ∈ [2/γ(n), (2
√

2)/γ(n)), we samplem valuesz1, . . . , zm from the distributionΦh,α,

wherezi = (xi + yi)/h (i = 1, . . . ,m) according to the above sampling procedure. Let

ai = ⌊Nzi⌋ for everyi ∈ {1, . . . ,m}. Note that we have an indexi0 such thatxi0 is odd with

a probability exponentially close to 1. Then, the public key is (a1, . . . , am, i0).
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Encryption: We choose a uniformly random subsetS of {1, . . . ,m}. The ciphertext is∑
i∈S ai modN if the plaintext is 0, and

(∑
i∈S ai +

⌊
ai0/2

⌋)
modN if it is 1.

Decryption: We decrypt a received ciphertextw ∈ {0, . . . ,N − 1} to 0 if frc (w/d) < 1/4 and

to 1 otherwise.

Summarizing the results in [Reg04] on the size of plaintexts, ciphertexts, and keys, the

decryption errors, and the security of R04, Regev proved the following theorem.

Theorem 3.3.2([Reg04]). The cryptosystemR04 encrypts a1-bit plaintext into an8n2-bit

ciphertext with decryption error probability at most2−Ω(γ2(n)/m) + 2−Ω(n). The security ofR04 is

based on the worst case of O(γ(n)
√

n)-uSVP. The size of the public key is O(n4) and the size of

the private key is O(n2).

We next propose a multi-bit version mbR04 of the cryptosystem R04. Letp be a prime such

that 2≤ p ≤ nr andδ(n) = ω(n1+r
√

logn) for any constantr > 0, where the parameterr controls

the trade-off between the decryption errors (or the size of plaintext space) and the hardness

of underlying lattice problems. Our cryptosystem mbR04 can encrypt one ofp plaintexts in

{0, . . . , p− 1} into a ciphertext of the same size as one of R04.

As mentioned above, R04 relates the ciphertexts to two periodic Gaussian distributions

Φ0 andΦ1 such that each of them has one peak in a period of lengthd. Our construction

follows the argument inSection 3.1. The idea of our cryptosystem is embedding ofp periodic

Gaussian distributionsΦ0, . . . ,Φp−1 corresponding to the plaintexts{0, . . . , p−1} into the same

period of lengthd. We also adjust the parameterα, which affects the variance of the Gaussian

distributions, to bound the decryption errors. Note that frc(h) also affects the decryption errors.

Therefore, adjusting the setH simultaneously withα, we have to reduce the decryption errors

by frc(h). Based on the above idea, we describe our cryptosystem mbR04 as follows.

Cryptosystem 3.3.3(mbR04). All the participants agree with the parametersn andr, the pre-

cision 2−8n2
, and the sizep of the plaintext space.

Key Generation: Let Hr = {h ∈ [
√

N,2
√

N) : frc (h) < 1/(8nrm)}. We chooseh ∈ Hr

uniformly at random and setd = N/h. Choosingα ∈ [2/δ(n), (2
√

2)/δ(n)), we samplem

valuesz1, . . . , zm from the distributionΦh,α, wherezi = (xi+yi)/h (i = 1, . . . ,m) according

to the above sampling procedure. Letai = ⌊Nzi⌋ for everyi ∈ {1, . . . ,m}. Additionally,

we choose an indexi′0 uniformly at random from{i : xi . 0 modp}. Then, we compute

k ≡ xi′0
mod p. The private key is (d, k) and the public key is (a1, . . . , am, i′0).

Encryption: Letσ ∈ {0, . . . , p− 1} be a plaintext. We choose a uniformly random subsetS of

{1, . . . ,m}. The ciphertext is
(∑

i∈S ai + σ
⌊
ai′0
/p

⌉)
modN.
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Decryption: For a received ciphertextw ∈ {0, . . . ,N − 1}, we computeτ = w/d mod 1. We

decrypt the ciphertextw to ⌊pτ⌉ k−1 mod p, wherek−1 is the inverse ofk in Zp.

Before evaluating the performance of mbR04 precisely, we give the summary of the results

as follows.

Theorem 3.3.4.For any constant r> 0, let δ(n) = ω(n1+r
√

logn) and let p(n) be a prime

such that2 ≤ p(n) ≤ nr . The cryptosystemmbR04encrypts a
⌊
log p(n)

⌋
-bit plaintext into an

8n2-bit ciphertext with decryption error probability at most2−Ω(δ
2(n)/(n2r m))+2−Ω(n). The security

of mbR04is based on the worst case of O(δ(n)
√

n)-uSVP. The size of a public key is the same

as that of the original one. The size of a private key is
⌈
log p(n)

⌉
plus that of the original one.

For example, settingδ(n) = n1+r logn for any constantr > 0, we obtain an
⌊
r logn

⌋
-bit

cryptosystem with negligible decryption error, whose security is based on the worst-case of

O(n1.5+r logn)-uSVP.

Theorem 3.3.5(pseudohomomorphism). Let δ(n) = ω(n1+r
√

logn). Also let p(n) be a prime

and κ an integer such thatκp ≤ nr for any constant r> 0. Let Em be the encryption func-

tion of mbR04. For any κ plaintextsσ1, . . . , σκ (0 ≤ σi ≤ p − 1), we can decrypt the

sum ofκ ciphertexts
∑κ

i=1 Em(σi) modN into
∑κ

i=1σi mod p with decryption error probabil-

ity at most2−Ω((δ(n))2/n2r m). Moreover, if there exist two sequences of plaintexts(σ1, . . . , σκ) and

(σ′1, . . . , σ
′
κ), and a polynomial-time algorithm that distinguishes between

∑κ
i=1 Em(σi) modN

and
∑κ

i=1 Em(σ′i ) modN with its public key, then there exists a polynomial-time algorithm that

solves O(δ(n)
√

n)-uSVPin the worst case with non-negligible probability.

In what follows, we demonstrate the performance of mbR04 stated in the above theorems.

3.3.2 Decryption Errors of mbR04

We give the analysis of the decryption errors without the proof since it can be done by a quite

similar analysis to [Reg04] and we will prove the generalized theorem (Theorem 3.3.11) in

Section 3.3.4.

Theorem 3.3.6.The probability of the decryption errors inmbR04is at most2−Ω(δ
2(n)/(n2r m)) +

2−Ω(n).

3.3.3 Security of mbR04

In what follows, we evaluate the security of our cryptosystem mbR04. We first mention the

result in [Reg04] that the indistinguishability of two certain distributions is guaranteed by the
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hardness of a certain uSVP. LetUN andU1 be the uniform distributions over{0, . . . ,N−1} and

[0,1), respectively.

Lemma 3.3.7([Reg04]). If there exists a polynomial-time distinguisher betweenΦh,α and U1

over uniformly random choices of h∈ [
√

N,2
√

N) andα ∈ [2/δ(n),2
√

2/δ(n)), there exists a

polynomial-time algorithm for the worst case of O(δ(n)
√

n)-uSVP.

Thus, our task is to prove the security of our cryptosystem mbR04 from this indistin-

guishability. For convenience of the proof, we introduce a parameterized version R04′ of the

cryptosystem R04. In the key generation procedure of R04′, we sampleh from Hr = {h ∈
[
√

N,2
√

N) : frc (h) < 1/(8nrm)} andα from [2/δ,2
√

2/δ) uniformly at random. The other

procedures in R04′ are the same as R04. Similarly to the case of R04, we can show that the

indistinguishability between the ciphertexts of 0 in R04′ and UN can be guaranteed by the

indistinguishability betweenΦh,α andUN.

Lemma 3.3.8. For any constant r> 0, let p be a prime such that2 ≤ p ≤ nr and δ(n) =

ω(n1+r
√

logn). If there exists a polynomial-time algorithm that distinguishes between cipher-

texts of0 in R04′ and UN with its public key, there exists a polynomial-time algorithm between

Φh,α and U1 over uniformly random choices of h∈ [
√

N,2
√

N) andα ∈ [2/δ(n),2
√

2/δ(n)).

This lemma can be proven by the same way as [Reg04] using the fact that 8nrm ∈ poly(n).

By the same technique as the security proof of mbADGGH, we obtain the following lemma.

Lemma 3.3.9. If there exist plaintextsσ1, σ2 ∈ {0, . . . , p−1} and a polynomial-time algorithm

that distinguishes between the ciphertexts ofσ1 andσ2 in mbR04with its public key, there

exists a polynomial-time algorithm that distinguishes between the ciphertexts of0 in R04′ and

UN with its public key.

By the above lemmas, we can show the security of mbR04 based on the hardness of uSVP.

Theorem 3.3.10.If there exist plaintextsσ1, σ2 ∈ {0, . . . , p− 1} and a polynomial-time algo-

rithm that distinguishes between the ciphertexts ofσ1 andσ2 in mbR04with its public key,

there exists a polynomial-time algorithm for the worst-case of O(δ(n)
√

n)-uSVP.

3.3.4 Pseudohomomorphism of mbR04

Decryption Errors for Sum of Ciphertexts.

Theorem 3.3.11(mbR04). Let δ(n) = ω(n1+r
√

logn). Also let p(n) be a prime andκ be an

integer such thatκp ≤ nr for any constant r> 0. For anyκ plaintextsσ1, . . . , σκ (0 ≤ σi ≤
p − 1), we can decrypt the sum ofκ ciphertexts

∑κ
i=1 Em(σi) modN into

∑κ
i=1σi mod p with

decryption error probability at most2−Ω((δ(n))2/n2r m).
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Before the proof, recallLemma 2.3.1denoting a bound of the tails of Gaussian distributions.

By Lemma 2.3.1, one can see easily that ifσ ≤ 1/
√

n, the probability PrX∼N(0,σ2)[|X| > 1/2] is

exponentially small inn.

Proof. The proof is similar to the estimation of the decryption errors in [Reg04]. First, we

show the case that we haveκ ciphertexts of 0,ρ1, . . . , ρκ. The probabilities are taken over

the choices of the private and public keys and the inner random bits of the encryption pro-

cedure. LetS1, . . . ,Sκ denote the subsets of indices used in the encryption procedure, i.e.,

ρi =
∑

j∈Si
aj modN. Let ρ :=

∑κ
i=1 ρi modN. Thus,∣∣∣∣∣∣∣ρ −

 κ∑
i=1

∑
j∈Si

aj modd ⌊h⌉
 modd ⌊h⌉


∣∣∣∣∣∣∣ ≤ mκ |N − d ⌊h⌉| = mκd · frc (h) <

κ

8nr
d.

Similarly to the argument for evaluation of the decryption errors in [Reg04], we obtain

frc
(
ρ

d

)
<
κ

8nr
+ frc


∑κ

i=1

(∑
j∈Si

ai modd ⌊h⌉
)

modd ⌊h⌉
d


=
κ

8nr
+ frc

(∑κ
i=1

∑
j∈Si

aj

d

)
<
κ

8nr
+

mκ
d
+ frc

N
d

κ∑
i=1

∑
j∈Si

zj

 ,
where in the last inequality we use the fact thataj :=

⌊
Nzj

⌋
. Sincezj = (x j +yj)/h andd = N/h,

frc

N
d

κ∑
i=1

∑
j∈Si

zj

 = frc

 κ∑
i=1

∑
j∈Si

(x j + yj)

 = frc

 κ∑
i=1

∑
j∈Si

yj

 .
Hence, we have

frc
(
ρ

d

)
<
κ

8nr
+

mκ
d
+ frc

 κ∑
i=1

∑
j∈Si

yj

 < 3κ
16nr

+ frc

 κ∑
i=1

∑
j∈Si

yj

 ,
where we used the fact thatd = 2Θ(4n2) is much larger thanm= c0n2. All xi are strictly less than

⌈h⌉−1 with probability exponentially close to 1. Conditioned on that,y1, . . . , ym are distributed

according toΨα. Therefore, we have

Pr

frc
 κ∑

i=1

∑
j∈Si

y j

 > 1
16p

 ≤ Pr

frc
 m∑

j=1

κy j

 > 1
16p

 .
The distribution of

∑m
j=1 κy j mod 1 isΨ√mκα. Since

√
mκα = O(

√
mκ
δ(n) ), we obtain

Pr

frc
 κ∑

i=1

∑
j∈Si

y j

 > 1
16p

 ≤ 2−Ω((δ(n))2/mκp2) ≤ 2−Ω((δ(n))2/n2r m)
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by Lemma 2.3.1. We thus obtain frc(ρ/d) < 1/(4p), which implies that we can decryptρ to 0

with decryption error probability at most 2−Ω((δ(n))2/mn2r ).

Next, we considerκ ciphertextsρ′1, . . . , ρ
′
κ of plaintextsσ1, . . . , σκ respectively and setρ′ :=∑κ

i=1 ρ
′
i modN. From the encryption procedure,ρ′i = ρi + σi

⌊
ai′0
/p

⌉
modN. By using the fact

thatk ≡ xi′0
mod p and thatyi′0

∈ Z ± 1/(8nr) with probability exponentially close to 1 , we get⌊
ai′0
/p

⌉
/d ∈ Z+k/p±1/(8pnr)±2/d. Hence, we haveσi

⌊
ai′0
/p

⌉
/d ∈ Z+σik/p±1/(8nr)±2p/d.

This implies that
κ∑

i=1

σi

⌊
ai′0
/p

⌉
d

∈ Z + k
p

κ∑
i=1

σi ±
κ

8nr
± 2κp

d
.

Since frc(ρ/d) < 1/(4p), we obtain

ρ′

d
∈ Z + k

p

κ∑
i=1

σi ±
1

4p
± κ

8nr
± κ + 1

8nrm
± 2κp

d
⊂ Z + k

p

κ∑
i=1

σi ±
1

2p

with the probability at most 2−Ω((δ(n))2/mn2r ), which completes the proof. �

Security for Sum of Ciphertexts. By a similar argument inSection 3.2.4, we obtain the

following theorem.

Theorem 3.3.12. If there exist two sequences of plaintext(σ1, . . . , σκ) and (σ′1, . . . , σ
′
κ)

and a polynomial-time algorithmD1 that distinguishes between(
∑κ

i=1 Em(σi), pk) and

(
∑κ

i=1 Em(σ′i ), pk), then there exists a probabilistic polynomial-time algorithmA that solves

the worst case of O(δ(n)
√

n)-uSVPin the case ofmbR04.

3.4 A Multi-Bit Version of the Regev’05 Cryptosystem

3.4.1 The Regev’05 Cryptosystem and Its Multi-Bit Version

The cryptosystem R05 proposed in 2005 [Reg05] is also constructed by using a variant of

Gaussian distributions. A folded Gaussian distributionΨα over [0,1) is given by a density

functionΨα(l) =
∑

k∈Z(1/α) exp(−π((l − k)/α)2). Let m = 5(n + 1)(2 logn + 1) = Θ(n logn)

andq(n) ∈ [n2,2n2] be a prime. The parameterα = α(n) satisfying conditions thatα(n) =

o(1/(
√

n logn)) andα(n)q(n) > 2
√

n is used to control the variance of the distributionΨα.

(In [Reg05], α is set to 1/(
√

n log2 n).) We also describe the discretized distribution onZq

from Ψα. The Gaussian distribution̄Ψα on Zq is obtained by sampling fromΨα, multiplying

q, and rounding the closest integer moduloq. The distribution can be formally defined as

Ψ̄α(l) =
∫ (l+1/2)/q

(l−1/2)/q
Ψα(x)dx.
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Figure 3.6:cryptosystem R05.
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Figure 3.7:multi-bit version of R05.

In R05, the ciphertexts of 0 and 1 are vectors inZn
q obtained from some Gaussian dis-

tributions, which are specified by vectorsa1, . . . , am shared among all the participants in the

preparation procedure. Every coordinatei of the ciphertext of 0 corresponds to a Gaussian

distribution onZq with mean⟨ai , s⟩ for the private keys. On the other hand, the ciphertext of 1

corresponds to the “opposite” Gaussian distribution. (SeeFigure 3.6.)

Cryptosystem 3.4.1(R05, [Reg05]). All the participants agree with the security parameter

n, the variance-controlling parameterα, and the precision 2−n. They also sharem vectors

a1, . . . , am chosen fromZn
q uniformly at random.

Key Generation: The private keys is chosen uniformly at random fromZn
q. We also choose

e1, . . . , em according to the distribution̄Ψα. Let bi = ⟨ai , s⟩ + ei for everyi ∈ {1, . . . ,m}.
The public key is{(ai ,bi)}i=1,...,m.

Encryption: We choose a uniformly random subsetS of {1, . . . ,m}. The ciphertext is(∑
i∈S ai ,

∑
i∈S bi

)
if the plaintext is 0, and

(∑
i∈S ai , ⌊q/2⌋ +

∑
i∈S bi

)
if it is 1.

Decryption: We decrypt a received ciphertext (a, b) ∈ Zn
q × Zq into 0 if |b− ⟨a, s⟩|q < q/4, and

into 1 otherwise.

Note that the security reduction of R05 is done by a polynomial-time quantum algorithm.

In other word, if R05 is insecure, there exists a polynomial-time quantum algorithm for certain

lattice problems. As shown in [Reg05], the cryptosystem R05 has the following performance.

Theorem 3.4.2 ([Reg05]). The cryptosystemR05 encrypts a1-bit plaintext into an(n +

1)⌈logq⌉-bit ciphertext with decryption error probability at most2−Ω(1/(mα2(n))) + 2−Ω(n). The

security ofR05 is based on the worst case ofSVPÕ(n/α(n)) andSIVPÕ(n/α(n)) for polynomial-time

quantum algorithms. The size of the public key is O(n log2 n) and the size of the private key is

O(n logn).
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We now give our cryptosystem mbR05 based on R05. (SeeFigure 3.7.) Let r ∈ (0, 1) be

any constant, which controls the trade-off between the size of plaintext space and the hardness

of underlying lattice problems, andp be an integer such thatp ≤ nr = o(n), which is the size of

the plaintext space in mbR05. mbR05 can encrypt a plaintext in{0, . . . , p− 1} into a ciphertext

of the same size as R05. We use the same parametersmandq as R05 and introduce a parameter

β = β(n) = α(n)/nr = o(1/(n0.5+r logn)) to control the distribution instead ofα in R05. The

parameterβ(n) must satisfyβ(n)q(n) > 2
√

n.

Cryptosystem 3.4.3(mbR05). All the participants agree with the parametersn, β, the precision

2−n, and the sizep of the plaintext space. They also sharem vectorsa1, . . . , am chosen fromZn
q

uniformly at random.

Key Generation: This procedure is the same as R05 except that we samplee1, . . . , em from

Ψ̄β.

Encryption: We choose a uniformly random subsetS of {1, . . . ,m}. For a plaintextσ ∈
{0, . . . , p− 1}, the ciphertext is

(∑
i∈S ai , σ ⌊q/p⌉ +

∑
i∈S bi

)
.

Decryption: We decrypt a received ciphertext(a,b) to ⌊(b− ⟨a, s⟩)p/q⌉ mod p.

Before evaluating the performance of mbR05 precisely, we give the summary of the results

as follows.

Theorem 3.4.4.Let p= p(n) be an integer such that p(n) ≤ nr for any constant0 < r < 1. The

cryptosystemmbR05encrypts a
⌊
log p(n)

⌋
-bit plaintext into an(n+1)⌈logq⌉-bit ciphertext with

decryption error probability at most2−Ω(1/(mβ2(n)n2r ))+2−Ω(n). The security ofmbR05is based on

the worst case ofSVPÕ(n/β(n)) andSIVPÕ(n/β(n)) for polynomial-time quantum algorithms. The

size of the public key and private key is the same as that of the original one.

For example, by settingp(n) = nr for a constant 0< r < 1 andβ(n) = 1/(n0.5+r log2 n), we

obtain a
⌊
r logn

⌋
-bit cryptosystem with negligible decryption error whose security is based on

SVPÕ(n1.5+r ) and SIVP̃O(n1.5+r ).

Theorem 3.4.5(pseudohomomorphism). Let p(n) be an integer andκ be an integer such that

κp ≤ nr for any constant0 < r < 1. Let Em be the encryption function ofmbR05. For anyκ

plaintextsσ1, . . . , σκ (0 ≤ σi ≤ p − 1), we can decrypt the sum ofκ ciphertexts
∑κ

i=1 Em(σi)

into
∑κ

i=1σi mod p with decryption error probability at most2−Ω(1/(mβ2(n)n2r )), where the addi-

tion is defined overZn
q × Zq. Moreover, if there exist two sequences of plaintexts(σ1, . . . , σκ)

and(σ′1, . . . , σ
′
κ), and a polynomial-time algorithm that distinguishes between

∑κ
i=1 Em(σi) and∑κ

i=1 Em(σ′i ) with its public key, then there exist polynomial-time quantum algorithms that solve

SVPÕ(n/β(n)) andSIVPÕ(n/β(n)) in the worst case with non-negligible probability.

In what follows, we demonstrate the performance of mbR05 stated in the above theorems.
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3.4.2 Decryption Errors of mbR05

We first estimate the decryption errors in our cryptosystem mbR05. By replacing the parameter

α in R05 to the parameterβ in mbR05, we immediately obtain the evaluation of the decryption

errors fromTheorem 3.4.2. The generalization of this theorem (Theorem 3.4.10) is also given

in Section 3.4.4.

Theorem 3.4.6.The probability of the decryption errors inmbR05is at most2−Ω(1/(mβ2(n)n2r )) +

2−Ω(n).

3.4.3 Security of mbR05

We next discuss the security of our cryptosystem mbR05. LetUR05 be the uniform distribution

over the ciphertext spaceZn
q × Zq of R05 (and mbR05). The strategy of the security proof for

mbR05 is similar to mbR04. We first mention the result in [Reg05] that the indistinguishability

between the ciphertexts of 0 in R05 andUR05 is guaranteed by the worst-case hardness of

certain lattice problems.

Lemma 3.4.7([Reg05]). If there exists a polynomial-time algorithm that distinguishes between

the ciphertexts of0 in R05and UR05 with its public key, there exists a polynomial-time quantum

algorithm for the worst case ofSVPÕ(n/α(n)) andSIVPÕ(n/α(n)).

We now consider a slightly modified version R05′ with the distribution parameterβ(n) =

α(n)/nr = o(1/(n0.5+r logn)) instead ofα(n) in R05. Since the trade-off between the decryption

error and the security of R05′ is obtained byTheorem 3.4.2, we can show the following lemma

by the same technique as the security proof of mbADGGH.

Lemma 3.4.8. If there exist plaintextsσ1, σ2 ∈ {0, . . . , p−1} and a polynomial-time algorithm

that distinguishes between the ciphertexts ofσ1 andσ2 in mbR05with its public key, there

exists a polynomial-time algorithm that distinguishes between the ciphertexts of0 in R05′ and

UR05 with its public key.

By these lemmas, we can obtain the security of our cryptosystem mbR05.

Theorem 3.4.9.If there exist plaintextsσ1, σ2 ∈ {0, . . . , p − 1}, and a polynomial-time algo-

rithm that distinguishes between the ciphertext ofσ1 andσ2 in mbR05with its public key, there

exists a polynomial-time quantum algorithm for the worst-case ofSVPÕ(n/β(n)) andSIVPÕ(n/β(n)).

We omit the proof of the security since it is quite similar to mbADGGH.
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3.4.4 Pseudohomomorphism of mbR05

Decryption Errors for Sum of Ciphertexts.

Theorem 3.4.10(mbR05). Let β(n) = o(1/(n0.5+r logn)). Also let p(n) be an integer andκ

be an integer such thatκp ≤ nr for any constant0 < r < 1. For anyκ plaintextsσ1, . . . , σκ

(0 ≤ σi ≤ p− 1), we can decrypt the sum ofκ ciphertexts
∑κ

i=1 Em(σi) into
∑κ

i=1σi mod p with

decryption error probability at most2−Ω(1/(mβ2(n)n2r )), where the addition is defined overZn
q× Zq.

Proof. The proof is similar to [Reg05]. First, we estimate the decryption errors for the sum

of κ ciphertexts of 0, (ρ1, υ1), . . . , (ρκ, υκ). The probabilities are taken over the choices of the

private and public keys and the randomness of the encryption procedure. LetS1, . . . ,Sκ denote

the subsets of indices used in the encryption procedure, i.e., (ρi , υi) = (
∑

j∈Si
aj ,

∑
j∈Si

bj). Let

(ρ, υ) = (
∑κ

i=1 ρi ,
∑κ

i=1 υi). Recall that we obtain
∑κ

i=1

∑
j∈Si

ej = υ− ⟨ρ, s⟩ in the key generation.

We will show

Pr


∣∣∣∣∣∣∣
κ∑

i=1

∑
j∈Si

ei modq

∣∣∣∣∣∣∣
q

>
⌊q/p⌋

4

 < 2−Ω(1/(mβ2n2r )), (3.1)

wheree1, . . . , eκ are samples from the distribution̄Ψβ. A sample fromΨ̄β can be obtained by

samplingxi fromΨβ and outputting⌊qxi⌉ modq. Notice that
∑κ

i=1

∑
j∈Si

⌊
qxj

⌉
modq is at most

mκ < q/(16p) away from
∑κ

i=1

∑
j∈Si

qxi modq for sufficiently largen. Therefore, it is sufficient

to show

Pr


∣∣∣∣∣∣∣
κ∑

i=1

∑
j∈Si

qxi

∣∣∣∣∣∣∣
q

>
q

16p

 < 2−Ω(1/(mβ2n2r )),

wherex1, . . . , xκ are independently distributed according toΨβ. That is, it is sufficient to show

Pr

frc
 κ∑

i=1

∑
j∈Si

xi

 > 1
16p

 < 2−Ω(1/(mβ2n2r )).

Similarly to the argument inTheorem 3.3.11, we obtain

Pr

frc
 κ∑

i=1

∑
j∈Si

xi

 > 1
16p

 ≤ Pr

frc
 m∑

j=1

κxi

 > 1
16p

 ≤ 2−Ω(1/mκp2β2) ≤ 2−Ω(1/mβ2n2r ).

It follows that we can decrypt (ρ, υ) into 0 with decryption error probability at most

2−Ω(1/(mβ2n2r )).

Next, we considerκ ciphertexts(ρ′1, υ
′
1), . . . , (ρ

′
κ, υ
′
κ) of plaintextsσ1, . . . , σκ respectively.

We now set (ρ′, υ′) := (
∑κ

i=1 ρ
′
i ,
∑κ

i=1 υ
′
i ). By the encryption procedure,υ′i = υi + σi ⌊q/p⌉.

Therefore, we haveυ′−⟨ρ′, s⟩ = ∑κ
i=1

∑
j∈Si

ej+
∑κ

i=1σi ⌊q/p⌉. Combining the equation (3.1) and

the fact that
∣∣∣∑κi=1σi ⌊q/p⌉ −

∑κ
i=1σiq/p

∣∣∣ ≤ κp < ⌊q/p⌋ /4, we decrypt (ρ′, υ′) into
∑κ

i=1σi mod

p with decryption error probability at most 2−Ω(1/(mβ2n2r )). �
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Security for Sum of Ciphertexts. By a similar argument inSection 3.2.4, we obtain the

following theorem.

Theorem 3.4.11. If there exist two sequences of plaintext(σ1, . . . , σκ) and (σ′1, . . . , σ
′
κ)

and a polynomial-time algorithmD1 that distinguishes between(
∑κ

i=1 Em(σi), pk) and

(
∑κ

i=1 Em(σ′i ), pk), then there exists a polynomial-time quantum algorithm for the worst case

of SVPÕ(n/α(n)) andSIVPÕ(n/α(n)) in the case ofmbR05.

3.5 A Multi-Bit Version of the Ajtai Cryptosystem

3.5.1 The Ajtai Cryptosystem and Its Multi-Bit Version

Let b be a uniformly random string ofO(n2 logn) bits andt be a random string ofO(n logn)

bits specified later. We denote byν(n)
s a Gaussian distribution on ann-dimensional Euclidean

space with mean0 and standard deviations. The density function is given byν(n)
s (x) =

s−n exp(−π ∥x/s∥2).
Note that, given an orthonormal basis forRn, ν(n)

s can be written as the sum ofn orthogonal

1-dimensional Gaussian distributions along one of the basis vectors. For instance, given a basis

{e1, . . . , en}, ν(n)
s (x) =

∏n
i=1(1/s) exp(−π(xi/s)2) for anyx =

∑n
i=1 xiei.

Ajtai showed how to generate a certain class of efficiently representable lattices related

to hard problems in [Ajt05]. He also succeeded to construct two lattice-based cryptosystems

based on the original Ajtai-Dwork cryptosystem [AD97] and the improved Ajtai-Dwork cryp-

tosystem [GGH97a]. The latter one reduces decryption error from the former one by the idea

of [GGH97a]. In this section, we only describe the former one, which is related to security of

our cryptosystem.

Figure 3.8:ciphertexts of 0 in A05.
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In the Ajtai cryptosystem A05, we make use of a periodic Gaussian distribution onRn such

that its peaks are located on the points of the dual lattice spanned by a basisF of an instance

L(b, t) of uSVP obtained in the preparation procedure. Then, the periodic Gaussian distribution

looks like a “wave” going along the shortest vectoru of L(b, t) since the dual lattice ofL(b, t),

which is an instance of uSVP, has a much longer interval between two (n − 1)-dimensional

sublattices orthogonal tou than others. (SeeFigure 3.8.) Then, the ciphertexts of 0 correspond

to the periodic Gaussian distribution moduloP(F) and those of 1 correspond to the uniform

distribution onP(F) in the cryptosystem A05. Similarly to the previous cryptosystems, if we

knowu, we can easily decrypt a received ciphertext by the inner product between the ciphertext

andu with high probability.

We now describe the details of the Ajtai cryptosystem A05. All the participants share a

probabilistic polynomial-time algorithmD, a deterministic polynomial-time algorithmB, and

a uniformly random stringb. In the preparation procedure,D generates a random stringt and

a vectoru in a latticeL(b, t) from b. Also, B generates a basisB(b, t) of the latticeL(b, t) if

stringsb andt are given. Then, the probability thatL(b, t) is an instance ofn1/2+r-uSVP andu

is its unique shortest vector such thatn−r/2 ≤ ∥u∥ ≤ n−r/3 is exponentially close to 1. Now let

F = (f1, . . . , fn) be a basis of the dual lattice ofL(b, t). We also denote byUP(F) the uniform

distribution onP(F).

Cryptosystem 3.5.1(A05, [Ajt05]). All the participants agree with the security parametern,

and share the algorithmsB,D and the random stringb.

Key Generation: We giveb to the procedureD, and then obtaint andu. Then, the private key

is u and the public key ist.

Encryption: Let σ ∈ {0,1} be an encrypted plaintext. Ifσ = 0, we choosez from a Gaussian

distribution on then-dimensional Euclidean space given by the density functionν(n)(x) =

exp(−π ∥x∥2). We then sety = t(y1, . . . , yn) = z modP(F). If σ = 1, we choosey from

the uniform distributionUP(F). These operations for real numbers are done with precision

2−n logn. The ciphertext̄y = t(ȳ1, . . . , ȳn) is obtained by roundingy with precision of 1/n,

i.e., we have|ȳi − yi | ≤ 1/n for everyi ∈ {1, . . . , n}.
Decryption: We decrypt a received ciphertextȳ to 0 if frc (⟨ȳ,u⟩) ≤ c̃

√
logn∥u∥ and to 1 oth-

erwise, where ˜c is a constant given in [Ajt05]. This operation is also done with precision

2−n logn.

Summarizing the results on A05, he mentioned the following theorem in [Ajt05]. Since

the ciphertexts of A05 are rounded with precision of 1/n and use a compact representation of

lattices, the ciphertexts and the keys can be represented byO(n logn) bits. For the definition of

the underlying problem DA′, seeSection 2.2.
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Theorem 3.5.2([Ajt05]). The cryptosystemA05 encrypts a1-bit plaintext into an O(n logn)-

bit ciphertext with decryption error probability at mostÕ(n−r/3). The security ofA05 is based

on the average case ofDA′. The size of the public key and the private key is O(n logn).

We show the multi-bit cryptosystem mbA05 as follows. Letλ be the length of the

unique non-zero shortest vectoru, i.e., λ = ∥u∥. We generalized the standard deviation of

n-dimensional Gaussian distribution in encryption procedure for the sake of a discuss of a

pseudohomomorphism. We useν(n)
s (x) = s−n exp(−π ∥x/s∥2) instead ofν(n) in the original cryp-

tosystem. If we sets = 1, the security of our cryptosystem is based on the security of the

original one. We suppose thatη(n) = ω(
√

logn) is a parameter to control a trade-off between

decryption errors and size of plaintexts and 1/n is the precision of rounding in the encryp-

tion procedure as same as in the original. To guarantee the decryption errors, we suppose that

s >
√
λ/η(n). Let a primep be the size of plaintext space such thatp < nr/6/(4sη(n)). Note

that p ≤ 1/(4
√
λsη(n)).

Cryptosystem 3.5.3(mbA05). All the participants agree with the parametersn ands, and the

sizep of the plaintext space. They also share the algorithmsB,D and the random stringb.

Key Generation: This procedure is the same as that of A05 except that we add an indexi1

chosen uniformly at random from{i : ⟨f i ,u⟩ . 0 modp} to the public key andk ≡
⟨f i1,u⟩ mod p to the private key. Thus, the private key is (u, k) and the public key is

(t, i1).

Encryption: Letσ ∈ {0, . . . , p−1} be a plaintext. We choosez from the Gaussian distribution

ν(n)
s . Then, the ciphertext̄y is obtained by roundingy = σ

p f i1 + z modP(F) with the

precision of 1/n, i.e., we have|ȳi − yi | ≤ 1/n for everyi ∈ {1, . . . , n}.
Decryption: We decrypt a received ciphertextȳ into ⌈p⟨ȳ,u⟩⌋k−1 mod p, wherek−1 is the in-

verse ofk in Zp.

Before evaluating the performance of mbA05 precisely, we give the summary of the results

as follows.

Theorem 3.5.4.The cryptosystemmbA05encrypts a
⌊
log p(n)

⌋
-bit plaintext into an O(n logn)-

bit ciphertext with decryption error probability at most2−Ω(η
2(n)), where p< nr/6/(4sη(n)) and

s >
√
λ/η(n). The security ofmbA05 is based on the security ofA05. The size of the public

key is the same as that of the original one. The size of the private key is
⌈
log p

⌉
plus that of the

original one.

Settingη(n) = logn, we obtain anO(logn)-bit cryptosystem with negligible decryption errors.
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Finally, we discuss the pseudohomomorphic property of mbA05. We consider a modified

version mbA05′ of our multi-bit mbA05 is the same cryptosystem as mbA05 except that the

precision is 2−n logn for its ciphertexts instead of 1/n. This modified version mbA05′ actually

has the pseudohomomorphism. We denote byEs
m the encryption function of mbA05′ such that

we use the Gaussian distribution with standard deviations in the encryption procedure.

Theorem 3.5.5(pseudohomomorphism). Let p be a prime andκ be an integer such thatκp <

nr/6/(4η(n)) for any constant r> 0. We can decrypt the sum ofκ ciphertexts
∑κ

i=1 E1
m(σi) mod

P(F) into
∑κ

i=1σi mod p with decryption error probability at most2−Ω(η2(n)). Moreover, if there

exist two sequences of plaintexts(σ1, . . . , σκ) and (σ′1, . . . , σ
′
κ), and a polynomial-time algo-

rithm that distinguishes between
∑κ

i=1 E1
m(σi) modP(F) and

∑κ
i=1 E1

m(σ′i ) modP(F) with its

public key, then there exists a polynomial-time algorithm that solvesDA′ with non-negligible

probability.

In what follows, we demonstrate the performance of mbA05 and mbA05′ stated in the above

theorems.

3.5.2 Decryption Errors of mbA05

We now give the decryption errors of our multi-bit version mbA05.

Theorem 3.5.6.The probability of the decryption errors inmbA05 is at most2−Ω(η2(n)).

Proof. Let ȳ be a ciphertext of a plaintextσ. It is enough to show

Pr

[
frc

(
⟨ȳ,u⟩ − kσ

p

)
>

1
2p

]
≤ 2−Ω(η2(n)).

Sincep < 1/(4
√
λsη(n)) and

√
λsη(n) > λ,

Pr

[
frc

(
⟨ȳ,u⟩ − kσ

p

)
>

1
2p

]
≤ Pr

[
frc

(
⟨ȳ,u⟩ − kσ

p

)
> 2
√
λsη(n)

]
≤ Pr

[
frc

(
⟨ȳ,u⟩ − kσ

p

)
>
√
λsη(n) + λ

]
.

By the rounding precision of 1/n, we also have|⟨(ȳ − y),u⟩| ≤ λ. Therefore, we have

Pr

[
frc

(
⟨ȳ,u⟩ − kσ

p

)
>
√
λsη(n) + λ

]
≤ Pr

[
frc

(
⟨y,u⟩ − kσ

p

)
>
√
λsη(n)

]
≤ Pr

z∼ν(n)
s

[
frc (⟨z,u⟩) >

√
λsη(n)

]
+ 2−Ω(n).

(In the last inequality, we use the fact thaty = z+ σp f i′0
modP(F) andk ≡ ⟨f i′0

,u⟩ mod p.) Notice

that the fractional part of⟨z,u⟩ then has a folded Gaussian distributionΨ√λs. (Recall that its
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density functionΨσ is of the formΨσ(l) =
∑

k∈Z(1/σ) exp
(
−π((l − k)/σ)2

)
.) By Lemma 2.3.1,

we have

Pr
z∼ν(n)

s

[
frc (⟨z,u⟩) >

√
λsη(n)

]
≤ 1
πη(n)

exp
(
−πη2(n)

)
.

This completes the proof. �

3.5.3 Security of mbA05

The security of our cryptosystem mbA05 can be also proven by a similar technique to

mbADGGH.

Theorem 3.5.7.If there exist plaintextsσ1, σ2 ∈ {0, . . . , p−1} and a polynomial-time algorithm

that distinguishes between the ciphertext ofσ1 andσ2 in mbA05with its public key, there exists

a polynomial-time algorithm that distinguishes between the ciphertexts of0 and1 in A05 with

its public key.

3.5.4 Pseudohomomorphism of mbA05′

Decryption Errors for Sum of Ciphertexts. Recall that we adopt the precision of 2−n logn

for the ciphertexts in mbA05′. We denote byEs
m the encryption function of mbA05′ such that

we use the Gaussian distribution with standard deviations in the encryption procedure.

Theorem 3.5.8(mbA05′). Let η(n) = ω(
√

logn). Also let p be a prime andκ be an integer

such thatκp < nr/6/(4η(n)) for any constant r> 0. We can decrypt the sum ofκ ciphertexts∑κ
i=1 E1

m(σi) modP(F) into
∑κ

i=1σi mod p with decryption error probability at most2−Ω(η2(n)).

Proof. Since the precision is 2−n logn, we can consider
∑κ

i=1 E1
m(σi) modP(F) as

E
√
κ

m (
∑κ

i=1σi mod p). Replacings and p by
√
κ and κp respectively, we can evaluate the

decryption errors with the same argument as the proof ofTheorem 3.5.6by the fact that

|⟨ȳ − y,u⟩| ≤ nλ2−n logn = 2−Ω(n). �

Security for Sum of Ciphertexts. CombiningLemma 3.2.13with the security proof of A05

in [Ajt05], we guarantee the security of the sum of ciphertexts in mbA05′. Note that we can

regard
∑κ

i=1 E1
m(σi) modP(W) as E

√
κ

m (
∑κ

i=1σi mod p) in mbA05′ by replacing the precision

1/n of the ciphertexts to 2−n logn.

Theorem 3.5.9. If there exist two sequences of plaintexts(σ1, . . . , σκ) and (σ′1, . . . , σ
′
κ)

and a polynomial-time algorithmD1 that distinguishes between(
∑κ

i=1 E1
m(σi), pk) and

(
∑κ

i=1 E1
m(σ′i ), pk), then there exists a probabilistic polynomial-time algorithmA that solves

DA′.
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3.6 Concluding Remarks

We have developed a universal technique for constructing multi-bit versions of lattice-based

cryptosystems using periodic Gaussian distributions and revealed their pseudohomomorphism.

In particular, we have showed the details of the multi-bit version of the improved Ajtai-Dwork

cryptosystem inSection 3.2.

Although our technique achieved only logarithmic improvements on the length of plain-

texts, we also obtained precise evaluation of the trade-offs between decryption errors and the

hardness of underlying lattice problems in the single-bit cryptosystems. We believe that our

evaluation is useful for further improvements of such single-bit cryptosystems.

Another direction of research on lattice-based cryptosystems is to find interesting crypto-

graphic applications by their algebraic properties such as the pseudohomomorphism. Number-

theoretic cryptosystems can provide a number of applications due to their algebraic structures,

whereas lattice-based ones have few applications currently. For demonstration of the crypto-

graphic advantages of lattice problems, it is important to develop the algebraic properties and

their applications such as [GK05].
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Chapter 4

A Modified Regev’05 Cryptosystem,

Proofs of Knowledge on Its Secret Key,

and Signature Schemes

4.1 Introduction

Summary. We propose a modified Regev’05 cryptosystem and introduce a proof of knowl-

edge on its secret key in the common reference string (CRS) model. We consider the relation

between the private key and the public key as that between the message and the codeword with

the error in coding theory. To construct a proof of knowledge, we modify generation of the

error. This modification admits a prover to prove the knowledge of the error and the message

based on Stern [Ste96]. Thus, we obtain a proof of knowledge on a secret key of our cryptosys-

tem. We also obtain a signature scheme via the Fiat-Shamir transformation [FS86, AABN02].

Related Results. There already exist public-key identification schemes based on lattice and

coding problems. In 1989, Shamir showed an identification scheme based on permuted ker-

nel problem [Sha89]. Stern proposed public-key identification based on syndrome decoding

problem in 1996 [Ste96]. Micciancio and Vadhan introduced a zero-knowledge proof with effi-

cient prover for GapCVPγ and discussed public-key identification schemes [MV03]. Recently,

Hayashi and Tada showed public-key identification schemes based on binary non-negative ex-

act length vector problem (or integer subset sum problem) [HT06]. Unfortunately, it is un-

known whether their public keys can be used as a public key of cryptosystems or not. We stress

that in our identification schemes, the information for identification is indeed a public key of

cryptosystems.
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Why can we not apply the MV protocol to R05? Before description of our idea, we briefly

review the key generation of R05 and explain why the same approach with the Micciancio-

Vadhan protocol [MV03] fails for our goal. (We abbreviate it to “the MV protocol”.)

In R05, the secret key iss ∈ Zn
q and the public key isA = [a1, . . . , am] ∈ Zn×m

q andb = tAs+e,

wheree ∈ Zm
q and each coordinate ofe is close to 0. From a coding-theoretical view, we can

regardtA as a generator matrix,s as a message, ande as an error. Remark that the length ofe

is short. Hence, one would think we can apply the MV protocol to proofs of knowledge for a

secret keys. However, we cannot apply it in a naive way. We explain more details.

We first review the intuition which is used in the MV protocol. (SeeProtocol 5.2.1for more

details.) Let (B, y, t) be an instance of GapCVPγ.
1 Let Bm(c, r) be anm-dimensional hyperball

whose center isc and radius isr. In their protocol, the prover chooses a random bitc and a

random vectorr from Bm(0, γt/2). The prover computesm = cy + r modB and sendsm to

the verifier. The verifier sends a challenge bitδ to the prover. Note that if (B, y, t) is a YES

instance then the ratio between the volume of (Bm(0, γt/2) modB) ∩ (Bm(y, γt/2) modB) and

that ofB(0, γt/2) is at least 1/poly(n). If m ∈ (Bm(0, γt/2) modB) ∩ (Bm(y, γt/2) modB) the

prover can flip a bitc. The prover sends the proof thatm is chosen fromBm(cy, γt/2). Note that

if (B, y, t) is a NO instance then (Bm(0, γt/2) modB)∩ (Bm(y, γt/2) modB) = ∅. Therefore the

prover can not flip a bitc after a reception of the challenge bit.

Next, we consider applying their protocol to the Regev’05 cryptosystem, i.e., a proof of

knowledge that, on input (A,b), the prover knowss such thatb = tAs+ e, wheree ∈ Bm(0, t).2

Note that a linear code isZq-module inZm
q and a lattice isZ-module inRm. Therefore, instead of

reducing moduloB, we multiply a parity-check matrixH of tA to the vector inZm
q . Suppose that

Bm(0, γt/2) andBm(b, γt/2) do not intersect. Unfortunately, we cannot ensure thatHBm(0, γt/2)

andHBm(b, γt/2) do not intersect because the dimension ofH Zm
q is m− n < m. On such NO

instance (A,b), the prover can cheat the verifier on which hyperball he chosem from. Hence

the soundness of the protocol fails. Thus, we cannot apply their protocol to the Regev’05

cryptosystem in a straightforward way.

Main Idea. As seen in the above paragraphs, we cannot apply the protocol [MV03] to the

Regev’05 cryptosystem straightforwardly. Let us reconsider multiplying a parity-check matrix

H. Let s ∈ Zn
q be a private key and let (A,b) be a public key, whereb = tAs+ e. Multiplying a

1 (B, y, t) is a YES instance if there existsw ∈ Zn such that∥Bw − y∥ ≤ t. It is a NO instance if for any vector

w ∈ Zn, ∥Bw − y∥ ≥ γt. Although they consider only full-rank lattices in [MV03], we consider not only full-rank

lattices. That is, an instance of GapCVPγ consists ofB, which is a basis of a lattice whose rank isn, y ∈ Rm,

γ ≥ 1.
2 We abuse the notationBm(·, ·).
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parity-check matrixH to the equationb = tAs+ e, we obtain thatHb = He. The prover should

prove the knowledge ofe that satisfies the equation and each coordinate ofe is in certain range.

The difficulty to construct the protocol is to combine protocols that prove sufficiency of the

equation and lying in the range.

Then, we modify a public key as follows: The secret key iss ∈ Zn
q ands′ ∈ {0,1}m1, whose

Hamming weight ism2. The public key isA ∈ Zn×m
q andE ∈ Zm×m1

q andb = tAs + Es′. In

this case, by multiplying a parity-check matrixH, we have thatHb = HEs′. Translating a

matrix HE as a parity-check matrix, we have an instance (HE,Hb,m2) and a witnesss′ of

Syndrome Decoding Problem (SDP).3 Since Stern proposed a proof of knowledge for SDP in

1996 [Ste96], we adopt it to prove knowledge of secret keys′.

The proof of knowledge for SDP needs a statistically-hiding and computationally-binding

commitment scheme. Fortunately, ifA is chosen randomly then the functionfA : {0, 1}m→ Zn
q :

m 7→ Am is a collision-resistant function based on the approximation version of SVP [Ajt96b,

GGH96, CN97, Mic04a, MR04]. Thus we employ that function to develop a statistically-

hiding and computationally-binding string commitment scheme. Our construction of a string

commitment is more straightforward than Damgård, Pedersen, and Pfizmann [DPP97, DPP98]

and Halevi and Micali [HM96], which used the universal hash functions.

We also show the security of the modified R05, mR05. Unfortunately, we need a stronger

assumption than the original one. The stronger assumption is the worst-case hardness of certain

learning problem, which is based on well-known problem Learning With Error (LWE).

Organization. The rest of this chapter is organized as follows. We briefly note basic notions

and notations inSection 4.2. We describe the Regev’05 cryptosystem and our modified crypto-

system inSection 4.3. Finally, we give our main results, a proof of knowledge on a secret key,

in Section 4.4.

4.2 Preliminaries

For integersm1 ≥ m2 ≥ 0, we define Setm1,m2 := {s′ ∈ {0, 1}m1 | wH(s′) = m2}. For any

s ∈ Zm
q , we defineAs obtained as follows: (1) Choose a random vectora ∈ Zm

q . (2) Choose a

random elemente ∈ Zq according toΨ̄α. (3) Outputs (a, ⟨a, s⟩ + e). For anys ∈ Zm
q and any

s′ ∈ Setm1,m2, we defineAs,s′ as the distribution onZn
q×Zm1

q ×Zq obtained as follows: (1) Choose

a random vectora ∈ Zm
q . (2) Choose a random vectore ∈ Zm1

q according toΨ̄(m1)
α/m2

. (3) Set

3 Syndrome Decoding Problem: Given input (H, y,m), whereH ∈ Z(n−k)×n
2 , y ∈ Zn−k

2 , m ≥ 0, findx ∈ Zn
2 such

thatHx = y and Hamming weight ofx is exactlym.
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b := ⟨a, s⟩ + ⟨e, s′⟩ and output (a,e,b). We also defineU′ as the distribution onZn
q × Zm1

q × Zq

obtained as follows: (1) Choose a random vectora ∈ Zm
q . (2) Choose a random vectore ∈ Zm1

q

according toΨ̄(m1)
α/m2

. (3) Choose a random elementsu ∈ Zq and output (a,e,u).

We consider the following learning problems.

Definition 4.2.1(Learning With Errors, LWEq,Ψ̄α). Given samples fromAs, find s.

Definition 4.2.2(Learning With Known Errors, LWKEq,Ψ̄α). Given samples fromAs,s′, find s.

We note that if there exists an adversaryA that solves LWEq,Ψ̄α with non-negligible proba-

bility then there exists an adversaryA′ that solves LWKEq,Ψ̄α with non-negligible probability.

If A needsk = poly(n) samples, thenA′ takesk samples (ai ,ei ,bi) from As,s′. A′ inputs

{(ai , bi)}i=1,...,k toA and obtains an outputs. A′ outputss. Using the reproducibility of Gaussian

distributions, we show that the sum ofm2 samples according tōΨα/m2 is, in fact, distributed

according toΨ̄α, and hence{(ai ,bi)}i=1,...,k whichA′ computes is indeed samples fromAs.

4.2.1 String Commitment

We explain the notation for commitment schemes in the common reference string (CRS) model.

Assume that there exists a trusted third party (TTP). Let Com(·)(·; ·) be an indexed function

which maps a pair of a message string and a random string to a commitment string. First, TTP

on input 1n outputs a random stringa, which is the CRS and the index of the commitment func-

tion. To commit to a strings, the sender chooses a random stringr, computesc = Coma(s; r),

and sendsc to the receiver. To reveal commitmentc, the sender sendss andr to the receiver.

The receiver accepts ifc = Coma(s; r) or rejects otherwise.

Definition 4.2.3. We say a string commitment scheme Com(·)(·; ·) is statistically hiding and

computationally binding if it has the following properties:

Statistical Hiding: For any two stringssands′, the statistical distance between (a,Coma(s; r))

and (a,Coma(s′; r ′)) is negligible, wherea, r, r ′ are random and independent.

Computational Binding: For any probabilistic polynomial-time machineA, if a is randomly

chosen by TTP, then the probability that, given an inputa, A outputs (s, r) and (s′, r ′)

such that Coma(s; r) = Coma(s′; r ′) is negligible.

4.2.2 Subset-Sum Hash Functions and a String Commitment Scheme

As explained inSection 4.1we need a string commitment scheme to construct a proof of knowl-

edge of a secret key. We first argue the family of subset-sum hash functions and the string

commitment scheme.
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Let n be a security parameter (or a dimension of underlying lattice problems). For a prime

q = q(n) = nO(1) and an integerm = m(n) > n logq(n), we define a family of hash functions,

Hq,m = { fA : {0,1}m(n) → Zn
q(n) | A ∈ Z

n×m(n)
q(n) }, where fA(x) = Ax modq(n).

Originally, Ajtai [Ajt96a] showedHq,m is a family of one-way functions under the assump-

tion that SVP with some polynomial approximation factor is hard in the worst case for suitably

chosenq(n) andm(n). It is known thatHq,m is indeed a family of collision-resistant hash func-

tions for suitably chosenq andm by Goldreich, Goldwasser, and Halevi [GGH96], Cai and

Nerurkar [CN97] and Micciancio [Mic04a]. Recently, Micciancio and Regev showedHq,m is

a family of collision-resistant hash functions under the assumption SVPÕ(n) is hard in the worst

case [MR04].

We construct a statistically-hiding and computationally-binding string commitment scheme

based on the above hash functions. It is well known that if there exists a collision-resistant hash

function then there exists a statistically hiding and computationally binding string commitment

scheme [DPP97, DPP98, HM96]. Their construction used universal hash functions for the sta-

tistically hiding property. However, our construction do not use it, because ifm is sufficiently

large and a plaintexts is randomized,As is distributed statistically close to the uniform distri-

bution. To prove the statistically-hiding property, we useClaim 4.2.5below in [Reg05].

We describe how to achieve a string commitment scheme in the CRS model. We first

split the domain{0,1}m into two domain{0,1}m/2 × {0,1}m/2. The first domain is used for

randomization. The second domain is for message. We define ComA(s; r) := Ax, wherex =
t(r0, . . . , rm/2, s1, . . . , sm/2), r = r1 . . . rm/2, ands= s1 . . . sm/2.

Lemma 4.2.4.For a prime q= q(n) = nO(1) and an integer m= m(n) > 10n logq, if Hq,m is

collision resistant and a trusted third party gives a random matrixA ∈ Zn×m
q , thenComA is a

statistically hiding and computationally binding string commitment scheme in the CRS model.

Proof. The computationally-binding property immediately follows from the collision-resistant

property. Next, we consider the statistically-hiding property. UsingClaim 4.2.5below, we have

that with probability exponentially close to 1 the statistical distance between the distribution

of (A,ComA(0m/2; r)) and that of (A, u) is negligible inn, wherer andu are random variables

according to the uniform distribution on{0,1}m/2 andZn
q, respectively. Hence, for any two mes-

sagesm1,m2 ∈ {0,1}m/2, the statistical distance between the distribution of (A,ComA(m1; r1))

and that of (A,ComA(m2; r2)) is negligible inn with probability exponentially close to 1, where

r1 andr2 are random variables according to the uniform distribution on{0,1}m/2. This completes

the proof. �

Claim 4.2.5 (Claim 5.3, [Reg05]). Let G be a finite Abelian group and let l= c log |G|. For

c ≥ 5, when choosing l elements g1, . . . , gl uniformly from G the probability that the statisti-
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cal distance between the uniform distribution on G and the distribution given by the sums of

random subsets of g1, . . . , gl is more than2/ |G| is at most1/ |G|.

4.3 The Regev’05 Cryptosystem and Its Modification

4.3.1 The Regev’05 Cryptosystem

Regev proposed a lattice-based cryptosystem in 2005 [Reg05]. Although we briefly review the

Regev’05 cryptosystem, R05, inSection 3.4, we review it again.

Cryptosystem 4.3.1(R05, [Reg05]). Let n be a security parameter (or a dimension of the

underlying lattice problem). Letq be a prime andα be a parameter to define the variance of

Gaussian distribution such thatαq > 2
√

n. Let m be an integer at least 5(n+ 1) logq.

Private Key: Chooses ∈ Zn
q randomly.

Public Key: Choosea1, . . . , am ∈ Zn
q randomly. Choosee1, . . . , em according to the distribution

Ψ̄α. Computebi = ⟨ai , s⟩ + ei modq. The public key is{(ai ,bi)}i=1,...,m.

Encryption: A plaintext isσ ∈ {0,1}. ChooseS ⊆R {1, . . . ,m} randomly. The ciphertext is

(
∑

i∈S ai , σ ⌊q/2⌋ +
∑

i∈S bi).

Decryption: Let (a,b) ∈ Zn
q × Zq be a received ciphertext. If|b− ⟨a, s⟩|q ≤ q/4 then decrypt to

0. Otherwise decrypt to 1.

The size of a public key and a private key areO(mnlogq) = O(n2 log2 q) andO(n logq) =

O(n logn) respectively. Ifa1, . . . , am is the CRS, this is the idea from Ajtai [Ajt05], the size of

a public key isO(mlogq) = O(n log2 q). We summarize the security and decryption errors of

R05.

Theorem 4.3.2(Thereom 3.1, Lemma 4.4, and Lemma 5.4, [Reg05]). Letα = α(n) be a real

number on(0,1) and q= q(n) a prime such thatαq > 2
√

n. For m≥ 5(n + 1) logq, if there

exists a polynomial time algorithm that distinguishes between encryptions of0 and1 then there

exists a distinguisher that distinguishes between As and U(Zn
q×Zq) for a non-negligible fraction

of all possibles.

Next, assume there exists a distinguisher that distinguishes As from U(Zn
q × Zq) for a

non-negligible fraction of all possibles. Then, there exists an efficient algorithm that solves

LWEq,Ψ̄α.

Finally, assume there exists an efficient (possibly quantum) algorithm that solvesLWEq,Ψ̄α.

Then there exists an efficient quantum algorithm for solving the worst-case ofSVPÕ(n/α) and

SIVPÕ(n/α).
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Lemma 4.3.3(Lemma 5.1, [Reg05] (Correctness)). The decryption error probability is at most

2−Ω(1/(mα2)) + 2−Ω(n).

Remark 4.3.4. The reduction inTheorem 4.3.2is quantum. Therefore, the security of R05

depends on the worst-case hardness of LWEq,Ψ̄α in the classical sense.

4.3.2 A Modified Regev’05 Cryptosystem

We modify the Regev’05 cryptosystem to obtain a new cryptosystem mR05.

Cryptosystem 4.3.5(mR05). Let n be a security parameter (or a dimension of the underlying

lattice problem). Letq be a prime andα be a parameter to define the variance of Gaussian

distribution such thatαq > 2
√

n. Let tα be a threshold such that Pre∼Ψ̄α/m2
[|e|q ≥ tα] is negligible

in n (i.e., tα = ω(αq logn/m2).) Let m be an integer at least 10(n+ 1) logq. Let m1 andm2 be

integers such thatm1,m2 = poly(n) and
(
m1
m2

)
is exponential inn. Let Setm1,m2 := {s′ ∈ {0,1}m1 |

wH(s′) = m2}. We need 4mm2tα < q to ensure the correctness of the cryptosystem.

Private Key: Chooses ∈ Zn
q randomly. Chooses′ ∈ Setm1,m2 randomly.

Public Key: Choosea1, . . . , am ∈ Zn
q randomly ande1, . . . , em1 according to the distribution

Ψ̄
(m)
α/m2

. Let A = [a1, . . . , am] andE = [e1, . . . , em1]. Check for anyi, ei ’s coordinates are at

mosttα in the sense of|·|q. Computee := Es′. Let b := tAs+ e ∈ Zm
q . The public key is

(A,E,b). The secret key iss, s′.

Encryption: A plaintext isσ ∈ {0,1}. ChooseS ⊆R {1, . . . ,m} randomly. The ciphertext is

(
∑

i∈S ai , σ ⌊q/2⌋ +
∑

i∈S bi).

Decryption: Let (a,b) ∈ Zn
q × Zq be a received ciphertext. If|b− ⟨a, s⟩|q ≤ q/4 then decrypt to

0. Otherwise decrypt to 1.

For example, we setq = Θ(n3), m = 10(n+ 1) logq, α = 1/m2, tα = n/ logn, m1 = m, and

m2 =
√

m. Note that, with such parameters, we have that 4mm2tα < q.

The size of a public key and a private key areO(mnlogq + m1n logq) = O(n2 log2 q) and

O(n logq + m1 logq) = O(n log2 n) respectively. IfA andE are the CRSs the size of a public

key is O(mlogq) = O(n log2 q). Note that, from a coding-theoretical view,tA is a generator

matrix and we can compute a parity check matrixH such that, for anys ∈ Zn
q, H tAs = 0 ∈ Zm−n

q .

First, we see the correctness of mR05.

Lemma 4.3.6(Correctness). There exist no decryption errors inmR05.
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Proof. Suppose that (a,b) is a valid ciphertexts of 0, i.e., (a,b) = (
∑m

i=1 r iai ,
∑m

i=1 r ibi) for some

r ∈ {0, 1}m. We have

|b− ⟨a, s⟩|q =
∣∣∣∣∣∣∣

m∑
i=1

r ibi − ⟨
m∑

i=1

r iai , s⟩
∣∣∣∣∣∣∣
q

=

∣∣∣∣∣∣∣
m∑

i=1

r iei

∣∣∣∣∣∣∣
q

≤
∣∣∣∣∣∣∣

m∑
i=1

ei

∣∣∣∣∣∣∣
q

≤ m|ei |q ≤ mm2tα,

whereei is i-th coordinate ofe = Es′. Since we set 4mm2tα < q, we obtain|b− ⟨a, s⟩|q < q/4.

Next we consider the case (a,b) is a valid ciphertexts of 1, i.e., (a,b) = (
∑m

i=1 r iai , ⌊q/2⌋ +∑m
i=1 r ibi) for somer ∈ {0, 1}m. Similarly to the case of 0, we have

|b− ⟨a, s⟩|q ≥ ⌊q/2⌋ −mm2tα ≥ q/4

and we can decrypt correctly. �

Combining Lemmas4.3.8, 4.3.9, and4.3.10below, we obtain the following theorem on

security of mR05.

Theorem 4.3.7(Security). For m≥ 10(n+ 1) logq, if there exists a polynomial-time algorithm

D that distinguishes between encryptions of0 and 1 with its public key, then there exists a

polynomial-time algorithmA that solvesLWKEq,Ψ̄α in the worst case.

Lemma 4.3.8. For m ≥ 5(n + 1) logq, if there exists a polynomial time algorithmD that

distinguishes between encryptions of0 and1 with its public key, then there exists a distinguisher

D′ that distinguishes between As,s′ and U′ for a non-negligible fraction of all possiblesands′.

We omit the proof, because the proof is quite similar to the security proof in [Reg05].

Lemma 4.3.9(Average-case to Worst-case). Assume there exists a distinguisherD that distin-

guishes As,s′ from U′ for a non-negligible fraction of all possibles ands′. Then there exists an

algorithmD′ that for all s and s′ accepts with probability exponentially close to1 on inputs

from As,s′ and rejects with probability exponentially close to1 on inputs from U′.

Proof. As similar to Regev’s proof [Reg05], we prove the lemma based on the follow-

ing transformation. For anyt ∈ Zn
q and any permutationπ ∈ Sm1 consider the function

ft,π : Zn
q × Zm1

q × Zq→ Zn
q × Zm1

q × Zq defined by

ft,π(a,e,b) = (a, π(e),b+ ⟨a, t⟩).

This function transforms the distributionAs,s′ into As+t,π(s′). Moreover, it transforms the distri-

butionU′ into itself.
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Next we consider a random statistical test. Assume that forn−c1 fraction of all possible

(s, s′), the acceptance probability ofW on inputs fromAs,s′ and on inputs fromU′ differ by

at leastn−c2. We construct the distinguisherD′ as follows. LetR denote the unknown input

distribution. (0) Repeat the followingnc1+1 times. (1) Choose a vectort ∈ Zn
q and a permutation

π ∈ Sm1 uniformly at random. (2) EstimatepR, the acceptance probability ofD on ft,π(R), by

callingD T = n2c2+1 times. LetxR be the number of 1 in the outputs ofD. (3) EstimatepU ,

the acceptance probability ofD on U′, by callingD T times. LetxU be the number of 1 in the

outputs ofD. (4) If |xU − xR| /T ≥ n−c2/2 then stop and accept. Otherwise continue. (5) If the

procedure ends without accepting, stop and reject.

WhenR is U′, the probability that|pU − xU/T | ≥ n−c2/8 is exponentially small by the Ho-

effding bound. Sinceft,π(U′) = U′, the probability that|pU − xR/T | ≥ n−c2/8 is exponentially

small. Therefore, the acceptance probability ofD′ is exponentially close to 0.

WhenR is As,s′ for somes, s′. In each of the iterations, we are considering the distribution

ft,π(As,s′) = As+t,π(s′) for some uniformly chosent andπ. Hence, with probability exponentially

close to 1, in one of thenc1+1 iterations, (s+ t, π(s′)) is such that the acceptance probability

of D on inputs fromAs+t,π(s′) and on inputs fromU′ differ by at leastn−c2. In this case, from

the Hoeffding bound, the probability that|pU − xU/T | ≥ n−c2/8 and |pR− xR/T | ≥ n−c2/8 is

exponentially small. Hence,D′ accepts with probability exponentially close to 1. �

Lemma 4.3.10(Decision to Search). Let n≥ 1 be some integer and q≥ 2 be a prime. Assume

there exists an algorithmD that for all s, s′ accepts with probability exponentially close to1 on

inputs from As,s′ and rejects with probability exponentially close to1 on inputs from U′. Then,

there exists an algorithmD′ that, given samples from As,s′ for somes, outputsswith probability

exponentially close to1.

Proof. We only show howD′ find the first coordinate ofs s1 ∈ Zq. For anyk ∈ Zq, consider the

following transformation. Given a tuple (a,e,b) we output the tuple (a+ t(l,0, . . . , 0),e,b+ lk)

wherel ∈ Zq is chosen uniformly at random. This random transformation takesU′ into itself.

Moreover, ifk = s1 then this transformation also takesAs,s′ into itself. Finally, if k , s1 then it

transformsAs,s′ to U′. Therefore, usingD, we can test whetherk = s1 or not. Since there are

only q < poly(n) possibilities fors1, we can try all of them. �

Remark 4.3.11.The hardness of the worst case of LWKEq,Ψ̄α implies the hardness of the worst

case of LWEq,Ψ̄α . Note that it is unknown if the converse statement holds. We also note

that, fromTheorem 4.3.2, there exists a quantum reduction from LWEq,Ψ̄α to SVPÕ(n/α) and

SIVPÕ(n/α).
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4.4 Proofs of Knowledge on Its Secret Key

Recall that we can considertA as a generator matrix from a coding-theoretical view and a

parity-check matrixH is easily computed. Informally, if Alice wants to prove that she has a

secret key corresponding to a public keyb, it is sufficient that she proves that she has an error

keys′ such thatHEs′ = Hb.

Definition 4.4.1 (RelationRmR05). Let (A,E,b) be a public key of mR05,H a parity-check

matrix of A, s a vector inZn
q, ands′ a vector inZm1

q . We say that input (A,H,E,b) and witness

(s, s′) are inRmR05 if s′ ∈ Setm1,m2, As+ Es′ = b, andHEs′ = Hb.

Next, we describe the protocol for a proof of knowledge for a secret key, which is mainly

based on a proof of knowledge for SDP by Stern [Ste96].

Protocol 4.4.2(Protocol PSK). Let P andV be a prover and a verifier respectively. The CRS

is A,E. The common input isb. The auxiliary inputs to the prover ares and s′ such that

b = tAs+ Es′. Let Com(·; ·) = ComA(·; ·).

Step P1 Choose a random permutationπ for {1, . . . ,m1} and a random vectory ∈ Zm1
q . Com-

pute c1 = Com(π,HEy; r1), c2 = Com(π(y); r2) and c3 = Com(π(y + s′); r3). Send

c1, c2, c3 to V.

Step V1 V sends a random challenge bitδ ∈R {1,2,3} to P.

Step P2 If δ = 1, P opensc1 andc2 (i.e., sendsπ, y, r1, andr2 to V). If δ = 2, P opensc1 andc3

(i.e., sendsπ, y + s′, r1 andr3 to V). If δ = 3, P opensc2 andc3 (i.e., sendsπ(s′), π(y), r2,

andr3 to V).

Step V2 If δ = 1, received ˜π, ỹ, r̃1, and ˜r2, check the commitmentsc1 andc2 were correct (i.e.,

c1 = Com(π̃,HEỹ; r̃1) andc2 = Com(π̃(ỹ); r̃2)). If δ = 2, received ˜π, x̃, r̃1, and ˜r3, check

that the commitmentsc1 andc3 were correct (i.e.,c1 = Com(π̃,HEx̃ − Hb; r̃1) andc3 =

Com(π̃(x̃); r̃3)). If δ = 3, received̃x1, x̃2, r̃2, and ˜r3, check that the commitmentsc2 and

c3 were correct (i.e.,c2 = Com(̃x1; r̃2) andc3 = Com(̃x1 + x̃2; r̃3)) and thatwH(x̃2) = m2.

Theorem 4.4.3.An interactive protocol(P,V) is a proof of knowledge system with knowledge

error 2/3 for RmR05. Moreover, the protocol(P,V) is a statistical zero-knowledge argument

for RmR05 in CRS model under the assumption that the worst case ofLWKEq,Ψ̄α andSVP ˜O(n) is

hard.

Proof of completeness.We omit the proof since it is evident. �

We useLemma 4.4.4below in [Ste96] in the proof of knowledge error.
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Lemma 4.4.4(Theorem 1 and Lemma 1, [Ste96]). Assume that some probabilistic polynomial-

time adversary P∗ is accepted with probability at least(2/3)r + ϵ, ϵ > 0, after playing the

identification protocol r times. Then there exists a polynomial-time probabilistic machine K

such that outputs the witnesss′ from the common input or else finds collisions for the hash

function with probability larger thanϵ3/10.

The idea ofLemma 4.4.4is follows: Assume thatP∗ can output response to allV’s chal-

lenges correctly. LetP’s response toV’s challenge 1 be ˜π1, ỹ, r̃1,1, and ˜r1,2. Let P’s response to

V’s challenge 2 be ˜π2, x̃, r̃2,1, and ˜r2,3. Finally, letP’s response toV’s challenge 3 bẽx1, x̃2, r̃3,2

andr̃3,3. Since all response are correct, we obtain that

c1 = Com(π̃1,HEỹ; r̃1,1) = Com(π̃2,HEx̃ − Hb; r̃2,1)

c2 = Com(π̃1(ỹ); r̃1,2) = Com(̃x1; r̃3,2)

c3 = Com(π̃2(x̃); r̃2,3) = Com(̃x1 + x̃2; r̃3,3)

If there exists a distinct pair in the inputs of commitment, we find a collision. Then, we assume

there exists no distinct pair inP∗’s responses. SinceP∗ is accepted,wH(x̃2) = m2. Fromc1’s

equation, ˜π1 = π̃2. Combiningπ̃1 = π̃2 andc3’s equations, we obtaiñx = π̃−1
2 (x̃1) + π̃−1

2 (x̃2).

Fromc2’s equation, we have thatỹ = π̃−1
2 (x̃1). Therefore, combining the above argument and

c1’s equation, we obtainHb = HE(x̃ − ỹ) = HEπ̃−1
2 (x̃2) and a witness ˜π−1

2 (x̃2). Thus, we obtain

a collision or a witness usingP∗.

Proof of knowledge error with2/3. Assume that some probabilistic polynomial-time adver-

sary P∗ in Lemma 4.4.4. Using Lemma 4.4.4, we obtainK in the above. In Stern’s proof,

he consider binary linear codes. Although we play the protocol inq-ary linear codes, we can

apply Stern’s proof toq-ary codes. Note that, under the assumption that the worst case of

SVPÕ(n) is hard, finding collision is hard [MR04]. Therefore if assume that SVPÕ(n) is hard in

the worst case, we obtain a knowledge extractorK. �

Proof of zero knowledge.We construct the simulator as follows.

Step P1 Choose∆ ∈ {1, 2,3} randomly. Choose a permutationπ, a vectory ∈ Zm1
q , a vector

s′ ∈ Setm1,m2 uniformly at random.

1. ∆ = 1: Computec1 = Com(π,HE(y + s′) − Hb; r1), c2 = Com(π(y); r2), and

c3 = Com(π(y + s′); r3). Sendsc1, c2, andc3 to V∗.

2. ∆ = 2: Computec1 = Com(π,HEy; r1), c2 = Com(π(y); r2), andc3 = Com(π(y +

s′); r3). Sendsc1, c2, andc3 to V∗.
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3. ∆ = 3: Computex ∈ Zm1
q such thatHEx = HEy + Hb. Computec1 =

Com(π,HEy; r1), c2 = Com(π(y); r2), andc3 = Com(π(x); r3). Sendsc1, c2, and

c3 to V∗.

Step V1 Receive a challengeδ ∈ {1,2,3}.
Step P2 If ∆ = δ then output⊥ and halt. Else,

1. (∆, δ) = (1,2): Send ˜π = π, x̃ = π(y + s′), r̃1 = r1, and ˜r3 = r3 to V∗.

2. (∆, δ) = (1,3): Sendx̃1 = π(y), x̃2 = π(s′), r̃2 = r2, and ˜r3 = r3 to V∗.

3. (∆, δ) = (2,1): Send ˜π = π, ỹ = y, r̃1 = r1, and ˜r2 = r2 to V∗.

4. (∆, δ) = (2,3): Sendx̃1 = π(y), x̃2 = π(s′), r̃2 = r2, and ˜r3 = r3 to V∗.

5. (∆, δ) = (3,1): Send ˜π = π, ỹ = y, r̃1 = r1, and ˜r2 = r2 to V∗.

6. (∆, δ) = (3,2): Send ˜π = π, x̃ = π−1(x), r̃1 = r1, and ˜r3 = r3 to V∗.

Output the transcript and halt.

Since Com is statistically hiding, the simulator’s outputs when the simulator did not output⊥
is statistically close to the real transcript. �

4.5 Signature Schemes

Background. In 1986, Fiat and Shamir proposed zero-knowledge proof of knowledge for

the quadratic residue onn = pq whose factorization is unknown. Firstly, Pointcheval and

Stern [PS96] showed the securities of some signature schemes, the Fiat-Shamir signature

and the ElGamal signature, in the random oracle model. Along this direction, Ohta and

Okamoto [OO98] proved that a signature scheme from honest-verifier public-coin perfect zero-

knowledge protocol via the Fiat-Shamir transformation is polynomially secure against chosen-

message attacks in the random oracle model. Recently, Abdalla, An, Bellare, and Namprempre

proved that a signature scheme from a polynomially-secure identification scheme via the Fiat-

Shamir transformation is polynomially secure in the above sense [AABN02].

However, their proofs do not imply the security in real world. Indeed, Goldwasser and

Tauman Kalai [GTK03] showed that existence of a signature scheme, obtained from a secure

identification scheme via the Fiat-Shamir transformation, which is not secure in real world

though secure in the random oracle model.

4.5.1 The Fiat-Shamir Transformation

We summary results in [AABN02]. We first review definitions and notations in [AABN02].
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Canonical identification schemes. LetID = (K,P,V, c) be an identification schemes; where

K is the key generation algorithm which on inputn ∈ N outputs (sk, pk), P is the prover

algorithm taking inputsk, V is the verifier algorithm taking inputpk, andc is a function of

n indicating the length of the verifier’s challenge. We sayID is a canonical identification

schemes if it is a public-coin 3-round protocol. SeeFigure 4.5.1for details.

Prover
Input: sk

Verifier
Input: pk

-Cmt

¾ Ch

-Rsp

Ch←R {0,1}c(n)

Dec← V(pk, (Cmt,Ch,Rsp))

Figure 4.1:A canonical identification protocol.

Next, we define the security of an identification scheme. LetTR be a randomized tran-

script generation oracle which takes no inputs and returns a random transcript of an “honest”

execution:

OracleTRIDpk,sk,1n:

Choose a random taper of P

Cmt← P(sk; r); Ch←R {0,1}c(n); Rsp← P(sk, (Cmt,Ch); r);

Return (Cmt,Ch,Rsp)

Definition 4.5.1(Definition 2.1, [AABN02]). LetID = (K,P,V, c) be an identification scheme,

and letI be an impersonator,st be its state, andn be the security parameter. Define the

advantage ofI as

Adv imp−pa
ID,I (n) = Pr

[
Expimp−pa

ID,I (n) = 1
]
,

where the experiment in question is

Expimp−pa
ID,I (n):

(pk, sk)← K(1n); (st,Cmt)← ITR
ID
pk,sk,1n(pk,1n); Ch←R {0,1}c(n)

Rsp← I(st,Ch); Dec← V(pk, (Cmt,Ch,Rsp)); ReturnDec.

We say thatID is polynomially-secure against impersonation under passive attacks if

Adv imp−pa
ID,I (·) is negligible for every probabilistic poly(n)-time impersonatorI.
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Signature Schemes. Let DS = (K,S,Vf, c) be a digital signature scheme; whereK is the

key generation algorithm which on inputn ∈ N outputs (sk, pk), S is the signing algorithm

taking inputsk and a messageM ∈ {0,1}∗ and return a signatureσ for M, Vf is the verification

algorithm taking inputpk, a messageM, and a signatureσ for M and returning a boolean

decision. The signing and verifying algorithms have oracle access to a functionH : {0,1}∗ →
{0,1}c(n), which is the random oracle. The security of a signature scheme is defined as follows:

Definition 4.5.2 (Definition 2.2, [AABN02]). Let DS = (K,S,Vf, c) be a digital signature

scheme, letF be a forger andn ∈ N the security parameter. Define the experiment

Expfrg−cma
DS,F (n):

H ←R { f : {0,1}∗ → {0,1}c(n)};
(pk, sk)← K(1n); (M, σ)← FSH

sk(·),H(·)(1n, pk); Dec← VfH(pk, (M, σ))

If M was previously queried toSH
sk(·) then return 0 else returnDec.

Define the advantage ofF as

Advfrg−cma
DS,F (n) = Pr

[
Expfrg−cma

DS,F (n) = 1
]
.

We sayDS is polynomially-secure against chosen-message attacks isa is negligible for every

probabilistic poly(n)-time forgerF .

The Fiat-Shamir Transformation. The idea of transformation is replacing a public coinCh

by the functionH. We note formal construction.

Construction 4.5.3. Let ID = (K,P,V, c) be a canonical identification scheme. We associate

to these a digital signature schemeDS = (K,S,Vf, c). It has the same key generation algorithm

as the identification scheme, and the output length of the hash function equals to the challenge

length of the identification scheme. (LetH : {0,1}∗ → {0, 1}c(n) be a hash function.) The

signing and verifying algorithms are defined as follows:

Algorithm SH(sk,M)

Choose a random taper of P;

Cmt← P(sk; r); Ch← H(Cmt||M); Rsp← P(sk, (Cmt,Ch); r);

Return (Cmt,Rsp)

Algorithm VfH(pk,M, σ)

Parseσ as (Cmt,Ch);

Ch← H(Cmt||M); Dec← V(pk, (Cmt,Ch,Rsp));

ReturnDec
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Finally, we review main theorem of [AABN02]. In [AABN02] they show the generalized

Fiat-Shamir transformation and the security of obtained signature scheme in the random oracle

model. Our strategy is using the basic Fiat-Shamir transformation. Thus, we quote only their

theorem considering the basic transformation.

Theorem 4.5.4(Therem 3.3, [AABN02]). Let ID = (K,P,V, c) be a non-trivial and canon-

ical identification scheme. LetDS = (K,S,Vf, c) be the associated signature scheme as per

Construction4.5.3. ThenDS is polynomially-secure against chosen-message attacks in the

random oracle model if and only ifID is polynomially-secure against impersonation under

passive attacks.

4.5.2 Concrete Signature Scheme

We first parallelizeProtocol 4.4.2and obtain a canonical identification scheme.

Protocol 4.5.5(Identification Scheme). Let P andV be a prover and a verifier respectively.

The CRS isA,E. The common input isb. The auxiliary inputs to the prover ares ands′ such

thatb = tAs + Es′ andwH(s′) = m2. Let Com(·; ·) = ComA(·; ·). This protocol is obtained by

parallelizing theProtocol 4.4.2n times.

Step P1 Choosen random permutationsπi for {1, . . . ,m1} and n random vectorsyi ∈ Zm1
q .

Computeci,1 = Com(πi ,HEy i; r i,1), ci,2 = Com(πi(yi); r i,2) andci,3 = Com(πi(yi +s′); r i,3).

SetCmt := {(ci,1, ci,2, ci,3)}i=1,...,n and sendCmt to V.

Step V1 V sendsn random challenge bitsCh := δ1|| . . . ||δn ∈R {1,2,3}n to P.

Step P2 ParseCh asδ1|| . . . ||δn ∈ {1,2,3}n.

1. If δi = 1, setRspi := (πi , yi , r i,1, r i,2).

2. If δi = 2, setRspi := (πi , yi + s′, r i,1, r i,3).

3. If δi = 3, setRspi := (πi(s′), πi(yi), r i,2, r i,3).

SetRsp := {Rspi}i=1,...,n and sendRsp to V.

Step V2 ParseRsp as{Rspi}i=1,...,n.

1. If δi = 1, receivedRspi = (π̃i , ỹi , r̃ i,1, r̃ i,2), check the commitmentsci,1 andci,2 were

correct (i.e.,ci,1 = Com(π̃i ,HEỹi; r̃ i,1) andc2 = Com(π̃i(ỹi); r̃ i,2)). If correct, set

Deci := 1. OtherwiseDeci := 0.

2. If δi = 2, receivedRspi = (π̃i , x̃i , r̃ i,1, r̃ i,3), check that the commitmentsci,1 andci,3

were correct (i.e.,ci,1 = Com(π̃i ,HEx̃i − Hb; r̃ i,1) andci,3 = Com(π̃i(x̃i); r̃ i,3)). If

correct, setDeci := 1. OtherwiseDeci := 0.
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3. If δi = 3, receivedRspi = (x̃i,1, x̃i,2, r̃ i,2, r̃ i,3), check that the commitmentsci,2 and

ci,3 were correct and the weight of witness is correct (i.e.,ci,2 = Com(̃xi,1; r̃ i,2) and

ci,3 = Com(̃xi,1 + x̃i,2; r̃ i,3)) and thatwH(x̃i,2) = m2.

If all Deci is 1 then setDec := 1. OtherwiseDec := 0. OutputDec.

Applying the Fiat-Shamir transformation toProtocol 4.5.5, we obtain the following signature

scheme.

Signature Scheme 4.5.6.Let P andV be a prover and a verifier respectively. The CRS is

A,E. Let H : {0,1}∗ → {0,1}n be a random oracle. This protocol is obtained by applying the

Fiat-Shamir transformation.

Key Generation: Same as that of mbR05 (See Cryptosystem4.3.5). The secret key is (s, s′).

The public key is (A,E, b).

Signing: Let a message beM ∈ {0,1}∗. First, computeCmt as Step P1 inProtocol 4.5.5.

Secondly, query to the random oracleH and obtainCh := H(Cmt||M). Finally, compute

Rsp as Step P2 inProtocol 4.5.5. The signature isσ := (Cmt,Rsp).

Verifying: The input is the public key (A,E,b), the messageM, and the signatureσ. First,

parseσ as (Cmt,Rsp). Secondly, query to the random oracleH and obtainCh :=

H(Cmt||M). Finally, decide accept or reject as Step V2 inProtocol 4.5.5.

Let us show the security of the underlying identification schemeProtocol 4.5.5.

Lemma 4.5.7. Assume thatLWKEq,Ψ̄α and SVPÕ(n) is hard in the worst case. Then, the un-

derlying identification scheme,Protocol 4.5.5, is polynomially-secure against impersonation

under passive attacks.

Proof. The underlying identification scheme,Protocol 4.5.5, is obtained by parallelizingPro-

tocol 4.4.2. We show if there exists an impersonatorP∗ which can impersonateProtocol 4.5.5

with non-negligible probabilityϵ, then there exists an adversaryAwhich can obtain the witness

s′ for (A,E,b) usingP∗.

As in Lemma 4.4.4, A finds a collision or obtain the witnesss′ for the common input

(A,E,b) with probability larger thanϵ3/10. FromTheorem 4.3.7, if A exists then an adversary

A′ such that solves LWKEq,Ψ̄α in the worst case. �

CombiningTheorem 4.5.4andLemma 4.5.7below, we obtain the following theorem.

Theorem 4.5.8.Assume thatLWKEq,Ψ̄α andSVPÕ(n) is hard in the worst case. Then, the above

signature scheme (4.5.6) is polynomially-secure against chosen-message attacks in the random

oracle model.
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We remark that if we use a random oracle as hash function for string commitment, we can omit

the assumption that SVPÕ(n) is hard in the worst case.

4.6 Concluding Remarks

In this chapter, we have proposed a modified Regev’05 cryptosystem (mR05) and introduced

a proof of knowledge on its secret key. We stress that our signature scheme is based on the

worst-case assumption.

At the end, we list up a few open problems: (1) A proof of knowledge on a secret key of the

original Regev’05 cryptosystem (R05); mR05 needs stronger assumption than one which R05

needs. (2) Relation between LWE and LWKE; we have failed to show a reduction from LWE

to LWKE. (3) Zero knowledge on coding problems; As seen inSection 4.1, the MV protocol

can not apply to coding problems. Thus, we need a direct protocol for coding problems.
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Chapter 5

Proofs of Plaintext Knowledge for

the Regev’04 and Regev’05 Cryptosystems

5.1 Introduction

Proof of Plaintext Knowledge. Given an instance of a public-key cryptosystem with pub-

lic key pk, a proof of plaintext knowledge (PPK) allows a prover to prove knowledge of the

plaintextm of ciphertextc ∈ Epk(m) to a verifier. If both the prover and the verifier are on-

line, IND-CPA public-key cryptosystems with PPK protocol achieves interactive IND-CCA1

security [GHY85, Gol01]. It was known that efficient proofs of plaintext knowledge for the

number-theoretic public-key cryptosystems, such that Rabin, RSA, ElGamal, and etc., us-

ing zero-knowledge public-coin proofs of knowledge protocols with 3 rounds (known asΣ-

protocol). However, efficient proofs of plaintext knowledge for the lattice-based cryptosystems

were unknown except that in [GK05].

Summary of Our Results. We construct PPK protocols for slightly modified versions of the

Regev’04 cryptosystem (pR04) and the Regev’05 cryptosystem (pR05) based on the protocol

in [GK05].

We show a relation between ciphertexts of cryptosystems, pR04 and pR05, and instances of

GapCVPγ. Although the cryptosystems are less secure than the original ones, we can show that

their security are based on the worst-case of certain lattice problems as in Kawachi, Tanaka,

and Xagawa [KTX06].

Our connection between the ciphertexts and GapCVPγ implies that if we set a large factor

for the underlying lattice problems, for smalln, the LLL algorithm [LLL82] heuristically suc-

ceed to distinguish ciphertexts of 0 and 1. From the positive view, we can apply Micciancio
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and Vadhan’s zero-knowledge protocol for GapCVPγ [MV03] and obtain a verifiable encryp-

tion scheme. Based on the protocol in [GK05] and the above connection, we construct a proof

of plaintext knowledge for pR04 and pR05.

Organization. In Section 5.2we review tools for construction of proof of plaintext knowl-

edge. InSection 5.3, we construct a proof of plaintext knowledge for the modified Regev’04

cryptosystem. We also construct it for the modified Regev’05 cryptosystem inSection 5.4.

Finally we conclude inSection 5.5.

5.2 Tools for Proof of Plaintext Knowledge

5.2.1 The Ajtai-Dwork Cryptosystem and Nguyen and Stern’s Embed-

ding

The Ajtai-Dwork cryptosystem is a 1-bit lattice-based cryptosystem. Nguyen and Stern showed

how to reduce distinguishing encryptions of 0 from one of 1 to GapCVPγ for someγ > 1.

We briefly review error-free version of the Ajtai-Dwork cryptosystem, which is proposed

by Goldreich, Goldwasser, and Halevi [GGH97a], and Nguyen and Stern’s embedding tech-

niques [NS98]. For more details of the embedding techniques, see [NS98, Section 4].

First, we briefly review the Ajtai-Dwork cryptosystem. For more details, seeSection 3.2.1.

The secret key of the Ajtai-Dwork cryptosystem isu ∈ Rn whose length is 1. The public key is

m+ n vectors inn-dimensional space and an index. We denote it as (w1, . . . ,wn, v1, . . . , vm, i0).

The vectorswi , vi are chosen from hyperplanes{x ∈ [0,nn]n | ⟨x,u⟩ ∈ Z} and “blurred” by

adding small noises. The indexi0 is chosen from{1, . . . ,m} such that⟨u, vi⟩ is near by odd

integers. Encryption ofσ ∈ {0,1} is produced as follows: (1) Choose random stringr =

r1 . . . rm ∈ {0, 1}m. (2) Computec = (σ/2)vi0 +
∑m

i=1 r ivi modP(w1, . . . ,wn). We decrypt a

ciphertextc ∈ P(w1, . . . ,wn) into 0 if frc (⟨c,u⟩) ≤ 1/4 and into 1 if frc(⟨c,u⟩) > 1/4.

Nguyen and Stern showed the following embeddings [NS98]. For any public keypk of the
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Ajtai-Dwork cryptosystem, letBpk ∈ R(2n+m)×(n+m) be

Bpk =



K1w1 . . . K1wn K1v1 . . . K1vm

1
. . .

1

K2

. . .

K2


,

whereK1 and K2 are suitably chosen and all empty spaces are set by 0. For any ciphertext

c ∈ P(w1, . . . ,wn), definexc =
(

K1c
0

)
∈ R2n+m. Nguyen and Stern showed for suitably chosen

K1 andK2, Dist(xc, L(Bpk)) is small ifc is a legal ciphertext of 0 withpk and Dist(xc, L(Bpk)) is

large ifc decrypts into 1 with high probability.

5.2.2 Micciancio and Vadhan’s Zero-Knowledge Protocol

In [MV03], Micciancio and Vadhan introduced a zero-knowledge protocol for GapCVPγ.

They use the following observation by Goldreich and Goldwasser [GG00]. Consider twon-

dimensional unit hyperballs, one center locates the origin and the other center locates the point

that distance isd, i.e., B(0,1) andB(y,1), where∥y∥ = d. If d = Ω(
√

n/ logn), ratio between

a volume of an intersection of two hyperballs and a volume of a hyperball is 1/poly(n). Based

on this observation, Goldreich and Goldwasser showed statistical zero-knowledge protocol for

coGapCVP
Ω(
√

n/ logn)
[GG00]. Micciancio and Vadhan also constructed honest-verifier statisti-

cal zero-knowledge proof system for GapCVP
Ω(
√

n/ logn)
[MV03].

We refer Micciancio and Vadhan’s protocol as the MV protocol.

Protocol 5.2.1(The MV protocol, [MV03]). Let PMV andVMV denote the prover and the ver-

ifier, respectively. The common input is (B, y, t). The auxiliary input to the prover isw ∈ Zn

such that∥Bw − y∥ ≤ t.

Step P1 Choosek random bitsc1, . . . , ck ∈ {0,1} independently. Also choose error vectors

r1, . . . , r k ∈ B(0, γt/2) independently and uniformly at random. Then, check if there

exists an indexi∗ such that∥r i∗ + (2ci∗ − 1)u∥ ≤ γt/2. If not, seti∗ = 1 and redefine

ci∗ = 0 andr i∗ = u/2, so that∥r i∗ + (2ci∗ − 1)u∥ ≤ γt/2 is certainly satisfied. Finally,

compute pointsmi = ciy + r i modB for i = 1, . . . , k and send them toVMV .

Step V1 Send a random challenge bitδ ∈ {0, 1} to PMV .
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Step P2 Receive a challenge bitδ ∈ {0,1}. If δ =
∑k

i=1 ci mod 2, then the prover completes the

proof sending bitsci and lattice vectorsBvi = mi− (r i+ciy) to VMV . If δ ,
∑k

i=1 ci mod 2,

then the prover sends the same messages toVMV , but withci∗ andBvi∗ replaced by 1− ci∗

andBvi∗ + (2ci∗ − 1)(y − u).

Step V2 Receivek bits c1, . . . , ck andk lattice pointsBv1, . . . ,Bvk and check that they satisfy∑k
i=1 ci = q (mod 2) and∥mi − (Bvi + ciy)∥ ≤ γt/2 for all i = 1, . . . , k.

A completeness property is evident.

Theorem 5.2.2(Zero Knowledge). (PMV ,VMV ) is a statistical zero-knowledge proof system

with perfect completeness and soundness error1/2, provided one of the following conditions

holds:

• γ = Ω(
√

n/ logn) and k= poly(n) is a sufficiently large polynomial, or

• γ = Ω(
√

n) and k= ω(logn) is any superlogarithmic function of n, or

• γ = n0.5+Ω(1) and k= ω(1) is any superconstant function of n.

Theorem 5.2.3(Proof of Knowledge). There is a probabilistic polynomial-time algorithm KMV

such that if a prover P∗ makes VMV accept with probability1/2+ ϵ on some instance(B, y, t),

then KP∗
MV (B, y, t) outputs a vectorw ∈ Zn satisfying∥Bw − y∥ ≤ γt with probabilityϵ.

5.2.3 A Proof of Plaintext Knowledge for the Ajtai-Dwork Cryptosystem

Goldwasser and Kharchenko [GK05] showed a interactive zero-knowledge proof of plaintext

knowledge (PPK) for the Ajtai-Dwork cryptosystem using the above two results.

First, we immediately obtain a statistical zero-knowledge protocol for a statement thatc is a

legal ciphertext of 0 combining the above results. They also show a statistical zero-knowledge

protocol for a statement thatc is a legal ciphertext of 1 setting parameters carefully and using

the fact thatc1 = vi0/2 + c0 modP(w1, . . . ,wn) for some legal ciphertextsc1 of 1. Thus, in

other words, they showed a verifiable encryption for a statement “the ciphertextc decrypts into

σ.”

They showed a proof of plaintext knowledge for the Ajtai-Dwork cryptosystem implicitly

using pseudohomomorphism [KTX06] of the cryptosystem. We state informally their protocol:

Let a common input be a pair (pk, c). The auxiliary inputs to the prover are a plaintextσ and a

randomness that used in the ciphertext. In the first step, the prover makes a dummy ciphertext

of a random bitσ′. The verifier sends a challenge bitδ. Suppose thatδ = 0. The prover sends

the plaintext and the randomness that used in the dummy ciphertext. The verifier checks its

consistency. Next, suppose thatδ = 1. The prover invokes a prover of the MV protocol with a
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statement that the sum of input ciphertext and dummy one decrypts intoσ ⊕ σ′. The verifier

invokes a verifier of the MV protocol. We note that the prover can not send the sum of plaintexts

σ ⊕ σ′ and the sum of randomness to the verifier since it leaks the part of the knowledge.

5.3 A Proof of Plaintext Knowledge for the Regev’04 Cryp-

tosystem

5.3.1 The Regev’04 Cryptosystem

Instead of the original cryptosystem, we review the modified one inSection 3.3.1. Let c ≥ 0 is

a constant. The parameter of original one isc = 0.

Cryptosystem 5.3.1(R04). Let n be a security parameter,N 28n2
, andm= cmn2 wherecm is a

constant. Letγ(n) = ω(n1+c
√

logn). Let H = {h ∈ [
√

N, 2
√

N) | frc (h) < 1/(8ncm)}.

Private Key: Chooseh ∈ H uniformly at random. Letd denoteN/h. The private key is the

numberh (or d).

Public Key: Chooseα ∈ [2/γ(n),2
√

2/γ(n)) uniformly at random. We choosem values

z1, . . . , zm fromΦh,α by choosingx1, . . . , xm andy1, . . . , ym, where eachxi is chosen from

{0, 1, . . . , ⌈h⌉} at random and eachyi is chosen according toΨα. Let i0 be an index such

thatxi0 is odd. Fori ∈ {1, . . . ,m}, let ai be⌊Nzi⌋. The public key is (a1, . . . , am, i0).

Encryption: A plaintext isσ ∈ {0,1}. Choose a random stringr = r1 . . . rm ∈ {0,1}m. The

ciphertext isσ
⌊
ai0/2

⌋
+

∑m
i=1 r iai modN.

Decryption: Let w ∈ {0, . . . ,N − 1} be a receiving ciphertext. We decrypt 0 if frc(w/d) < 1/4

and 1 otherwise.

We summary the decryption errors and the security of R04 as follows.

Theorem 5.3.2. The security of the Regev’04 cryptosystem is based on the worst case of

O(γ(n)
√

n)-uSVP. The decryption error probability is at most2−Ω(γ2(n)/n2cm).

We modify parameters and the key-generation algorithm as follows:

Cryptosystem 5.3.3(pR04).

Parameters: Let c = 3 andtα = n−3.5. Let alsoγ(n) = n4 logn.

Private Key: Same as the original one.
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Public Key: Chooseα ∈ [2/γ(n),2
√

2/γ(n)) uniformly at random. We choosem values

z1, . . . , zm fromΦh,α by choosingx1, . . . , xm andy1, . . . , ym. If frc (yi) > tα we rechooseyi.

For i ∈ {1, . . . ,m}, let ai be⌊Nzi⌋. Let i0 be an index such thatxi0 is odd andai0 is even.

The public key is (a1, . . . , am, i0).

We refer this modified version as pR04.

Before summarizing security and correctness of pR04, we show a lemma to bound the tail

of Gaussian distributionΨα.

Lemma 5.3.4.Let n be a security parameter. Letα > 0be a real number in[2/γ(n),2
√

2/γ(n)).

Let tα be an integer that asymptotically larger than2
√

2 logn/γ(n), i.e., tα = ω(logn)/γ(n).

Finally, let y be a random variable according to the distributionΨα. Then, the probability that

frc (y) ≥ tα is negligible in n.

Proof. By Lemma 2.3.1, we have that

Pr
y∼Ψα

[
frc (y) ≥ tα

] ≤ Pr
y′∼N(0,α2/(2π))

[|y′| ≥ tα
]

≤
√

2
π

2
√

2/(γ(n)
√

2π)
tα

exp

− t2α
2(2
√

2/(γ(n)
√

2π))2


≤ 2

√
2

πtαγ(n)
exp

(
−π t2αγ(n)2

8

)
.

Since we settα = ω(
√

logn)/γ(n), we obtain exp(−ω(logn)) as the upperbound of the proba-

bility. �

Let us argue the correctness of pR04.

Lemma 5.3.5(Correctness). Let c0 and c1 be legal ciphertexts of0 and1 respectively. Then,

frc
(c0

d

)
≤ 1

4n3
+mtα ≤

2
n

andfrc
(c1

d

)
≥ 1

2
− 1

2n3
+ (m+ 1)tα ≥

1
2
− 2

n
.

I.e., there exist no decryption errors.

Proof. We first evaluate frc(c0/d). Let c0 =
∑m

i=1 r iai modN. Considering effects by modulo

N at mostm times, we have that∣∣∣∣∣∣∣c0 −
 m∑

i=1

r iai modd ⌊h⌉

∣∣∣∣∣∣∣ ≤ m|N − d ⌊h⌉| = md · frc (h) <

1
8n3

d.
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By the triangle inequality,

frc
(c0

d

)
≤ 1

8n3
+ frc

(∑m
i=1 r iai modd ⌊h⌉

d

)
≤ 1

8n3
+ frc

(∑m
i=1 ai

d

)
≤ 1

8n3
+

m
d
+ frc

N
d

m∑
i=1

zi

 ,
where in the last inequality we use the factai = ⌊Nzi⌋. Sincezi = (xi + yi)/h andN = dh,

frc

N
d

m∑
i=1

zi

 = frc

 m∑
i=1

(xi + yi)

 = frc

 m∑
i=1

yi

 ≤ mtα.

Sinced is much larger thanm, 1
8n3 +

m
d ≤

1
4n3 . Therefore, we obtain frc(c0/d) ≤ 1

4n3 +mtα.

We next evaluate frc(c1/d). Note that for some legal ciphertext of 0c0, c1 =
⌊
ai0/2

⌋
+

c0 modN. From the construction ofai0,

frc

(⌊
ai0/2

⌋
d

)
≥ frc

(
ai0/2

d

)
−1

d
≥ frc

(
Nzi0/2

d

)
−2

d
≥ frc

( xi0 + yi0

2

)
−2

d
≥ 1

2
−frc

(yi0

2

)
−2

d
≥ 1

2
−tα,

where in the last inequality we use the factd is much larger thantα. By the triangle inequality,

we obtain that

frc
(c1

d

)
= frc

(⌊
ai0/2

⌋
+ c0 modN

d

)
≥ 1

2
− tα −

(
1

4n3
+mtα

)
− 1

8n3m

≥ 1
2
− 1

2n3
− (m+ 1)tα.

�

We define the assumption IuSVP as follows:

Assumption 5.3.6(Infeasibility of uSVP). There exists no polynomial-time algorithm that

solvesÕ(n4.5)-uSVP with non-negligible probability.

5.3.2 Preliminaries for PPK

Let E(pk, σ) be a set of legal ciphertexts ofσ with a public keypk. We define a threshold of

GapCVP ast =
√

m2 + K2
2m and an approximation factor of GapCVP asγ =

√
m+2

log (m+2).
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Definition 5.3.7. Let pk = (a1, . . . , am, i0) be a public key of pR04. Letc be an integer in

{0,1, . . . ,N − 1}. Define a mappingF (pk, c) = (Bpk, t, xc), wherexc =
(

K1c
0

)
∈ Zm+2 and

Bpk ∈ Z(m+2)×(m+1) is

Bpk =



K1N K1v1 · · · K1vm

1

K2

. . .

K2


,

wherevi = ai, K1 = n4, K2 = n2 and empty spaces are set by 0.

We remark thatK1 > γt and 1
8n3m +

√
2mtα
K2
≤ n−4.

5.3.3 From Ciphertexts to GapCVP (or Verifiable Encryption)

From Ciphertexts of 0 to Instances of GapCVP

We show thatF (·, ·) maps a valid ciphertext of 0 to a YES instance of GapCVPγ and a ciphertext

that decrypts to 1 to a NO instance of one. Hence, we have an interactive proof thatc is a

ciphertext of 0 using the MV protocol and this transformation.

Lemma 5.3.8.

1. For (sk, pk) and c∈ E(pk,0), F (pk, c) is a YES instance ofGapCVPγ.

2. For any instance of(sk, pk) and c∈ {0,1, . . . ,N − 1} such that D(sk, c) = 1, F (pk, c) is

a NO instance ofGapCVPγ.

Proof. (1) Sincec ∈ E(pk,0), there exists a stringr such thatc =
∑m

i=1 r ivi modN. Thus,

there exists a vectorw = t(α1, β1, . . . , βm), whereα1 ∈ {−m, . . . , 0} andβi ∈ {0,1}, such that

c = α1N +
∑m

i=1 βivi. It is evident thatBpkw ∈ Lpk. Hence, we obtain that

Dist

((
K1c
0

)
, Lpk

)
≤ Dist

((
K1c
0

)
,Bpkw

)
=

√√
α2

1 + K2
2

m∑
j

β2
j

≤
√

m2 + K2
2m= t.

(2) Let c ∈ {0,1, . . . ,N−1} be any vector which decrypts to 1 and letT = γt. From the remark,

it follows thatT/n4 ≤ 1/4 ≤ frc (c/d). By Claim 5.3.9Dist
((

K1c
0

)
, Lpk

)
≤ T can not hold. Thus,

F (pk, c) is a NO instance. �
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Claim 5.3.9. Assume that K1 > T > 0. Letpk be a public key ofpR04and c∈ {0,1, . . . ,N−1}.
For sufficiently large n, IfDist

((
K1c
0

)
, Lpk

)
≤ T thenfrc (c/d) ≤ T( 1

8n3m +
√

2mtα
K2

) ≤ T/n4.

Proof. From the assumption, there exists an integer vectorw = t(α1, β1, . . . , βm) such that∥∥∥∥(K1c
0

)
− Bpkw

∥∥∥∥ ≤ T. We definee = K1c − K1(α1N +
∑m

i=1 βivi). From the construction of

Bpk, we obtain that

α2
1 + K2

2

m∑
i=1

β2
i + e2 ≤ T2.

From the factK1 > T ande ∈ K1Z, e must be 0. Recall thatc = α1N +
∑m

i=1 βivi + e/K1.

Therefore,

frc (c/d) ≤ |α1| frc (N/d) +
m∑

i=1

|βi | frc (vi/d)

≤ Tfrc (h) +
m∑

i=1

|βi | (1/d + frc (yi))

By the Cauchy-Schwartz inequality and the upper bound of
∑
β2

i , we have
∑m

i=1 βi(1/d +

frc (yi)) ≤
√∑m

i=1 β
2
i

√∑m
i=1(1/d + frc (yi))2 ≤

√∑m
i=1 2frc(yi)

2T/K2. Moreover, from the key

generation algorithm, we have
√∑m

i=1 2frc(yi)
2 ≤

√
2mtα. Hence, we obtain frc(c/d) ≤

T( 1
8n3m +

√
2mtα
K2

) and complete the proof. �

Protocol 5.3.10(Protocol0: proving that a ciphertext decrypts to 0). Let P0 andV0 denote the

prover and the verifier, respectively. Let the common input be a pair (pk, c), wherepk is a

public key of pR04 andc is an element in{0, 1, . . . ,N − 1}. The auxiliary input to the prover is

β1, . . . , βm ∈ {0,1} such thatc =
∑m

i=1 βivi modN.

Prover P0: Computes an integerα1 such thatc = α1N +
∑m

i=1 βivi. Invokes the proverPMV to

prove that inputF (pk, c) is a YES instance of GapCVPγ with an auxiliary inputBpkw,

wherew = t(α1, β1, . . . , βm).

Verifier V0: Invoke the verifierVMV to verify that inputF (pk, c) is a YES instance of

GapCVPγ.

Hence we use the MV protocol, we obtain the following lemma.

Lemma 5.3.11.Protocol(P0,V0) is a statistical zero-knowledge protocol.

From Ciphertexts of 1 to Instances of GapCVP

If c is a valid ciphertext of 1 theny := c − ⌊
vi0/2

⌋
modN is some valid ciphertext of 0. On

the other hand, even ifc be a ciphertext that decrypts to 0, there exists the case thaty is not
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a ciphertext that decrypts to 1 because frc
(
vi0

)
is not 0 and there are effects by moduloN.

However, we ensureF (pk, y) is a NO instance of GapCVPγ as follows.

Lemma 5.3.12.Let y= c− ⌊
vi0/2

⌋
modN.

1. For (sk, pk) and c∈ E(pk,1), F (pk, y) is a YES instance ofGapCVPγ.

2. For any instance of(sk, pk) and c∈ {0,1, . . . ,N − 1} such that D(sk, c) = 0, F (pk, y) is

a NO instance ofGapCVPγ.

Proof. (1) Sincec is a legal ciphertext of 1, we havey is a legal ciphertext of 0. Therefore, by

Lemma 5.3.8, F (pk, y) is a YES instance of GapCVPγ.

(2) Let c ∈ {0,1, . . . ,N − 1} be a ciphertext that decrypts into 0. By the triangle inequality,

frc

(
c− ⌊

vi0/2
⌋

modN

d

)
≥ frc

(⌊
vi0/2

⌋
d

)
− frc

(c
d

)
− frc (h) .

From the decryption algorithm, frc(c/d) ≤ 1/4. Therefore, we obtain

frc

(
c− ⌊

vi0/2
⌋

modN

d

)
≥ 1

2
− tα − 1/4− 1

8n3m
≥ 1

4
−

(
tα +

1
8n3m

)
.

Note that γtn4 <
1
4 −

(
tα + 1

8n3m

)
. Thus, byClaim 5.3.9, Dist

((
K1c
0

)
, Lpk

)
≤ γt can not hold, and

F (pk, y) is a NO instance of GapCVPγ. �

Protocol 5.3.13(Protocol1: proving that a ciphertext decrypts to 1). Let P1 and V1 denote

the prover and the verifier, respectively. The common input is a pair (pk, c), wherepk is a

public key of pR04 andc is an integer in{0,1, . . . ,N − 1}. The auxiliary input to the prover is

β1, . . . , βm ∈ {0,1} such thatc =
⌊
vi0/2

⌋
+

∑m
i=1 βivi modN.

Prover P1: Let y = c− ⌊
vi0/2

⌋
modN. Computes an integerα1 such thatc = α1N +

∑m
i=1 βivi.

Invokes the proverPMV to prove that inputF (pk, y) is a YES instance of GapCVPγ with

an auxiliary inputBpkw, wherew = t(α1, β1, . . . , βm).

Verifier V1: Invoke the verifierVMV to verify that inputF (pk, y) is a YES instance of

GapCVPγ.

Similar to the case of ciphertexts of 0, we obtain the following lemma.

Lemma 5.3.14.Protocol(P1,V1) is a statistical zero-knowledge protocol.
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5.3.4 Definition of Relation

In this section, we consider the relation between the sum and the instance of GapCVPγ. In the

following section, we definet′ = 4t.

Definition 5.3.15(Relation for pR04). Let pk = (a1, . . . , am, i0) be a public key of pR04,c and

c′ elements from{0,1, . . . ,N − 1}, σ′ andσ′′ ∈ {0,1}, r ′ ∈ {0,1}m, andp be a point fromLpk.

We say that input (pk, c) and witness (c′, σ′, r ′, σ′′,p) are inRpR04 if:

• c′ = Epk(σ′; r ′)

• Dist
((

K1(c+c′−σ′′⌊vi0/2⌋ modN)
0

)
,p

)
≤ γt′ (i.e.,c+ c′ modN decrypts toσ′′.)

Theorem 5.3.16.Let (pk, sk) be an instance ofpR04. If ((pk, c),w) ∈ RpR04 for w =

(c′, σ′, r ′, σ′′, p), thenσ′ ⊕ σ′′ = D(sk, c).

Proof. We first consider the caseσ′′ = 0. In this case, we have that an inequality

Dist

((
K1(c+ c′ modN)

0

)
,p

)
≤ γt′.

Applying Claim 5.3.9, we obtain that frc((c+ c′ modN)/d) ≤ γt′/n4. Suppose thatσ′ = 0.

Sincec′ is a legal ciphertext, frc(c′/d) ≤ 2/n. It implies that frc(c/d) ≤ γt′/n4+2/n+1/8n3m≤
1/4 andD(sk, c) = 0. We also suppose thatσ′ = 1. Sincec′ is a legal ciphertexts, frc(c′/d) ≥
1/2− 2/n. Therefore, by triangle inequality frc(c/d) ≥ 1/2− 2/n− γt′/n4− 1/8n3m≥ 1/4 and

D(sk, c) = 1.

Next, we consider the caseσ′′ = 1, i.e.,

Dist

((
K1(c+ c′ − ⌊

vi0/2
⌋

modN)
0

)
,p

)
≤ γt′.

Applying Claim 5.3.9, we obtain that frc
(
(c+ c′ − ⌊

vi0/2
⌋

modN)/d
) ≤ γt′/n4. It implies that

frc ((c+ c′ modN)/d) ≥ 1/2−(frc (h)+2tα)−γt′/n4 ≥ 1/2−2/n. Suppose thatσ′ = 0. Sincec′

is a legal ciphertext, frc(c′/d) ≤ 2/n. It implies that frc(c/d) ≥ 1/2−2/n−2/n−1/8n3m≥ 1/4

andD(sk, c) = 1. Next, we suppose thatσ′ = 1. Sincec′ is a legal ciphertext, we have that

frc (c′/d) ≥ 1/2− (2frc(h)+2mtα) ≥ 1/2−2/n. It implies that frc(c/d) ≤ 2/n+2/n+1/8n3m≤
1/4 andD(sk, c) = 0. We complete the proof. �

5.3.5 Main Protocol

Protocol 5.3.17(Protocol PPK). Let P andV denote a prover and a verifier, respectively. A

common input is (pk, c). An auxiliary input to the prover is (σ, r) such thatc = Epk(σ; r).
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Define a mappingG(pk, c) = (Bpk, xc, t′) where t′ = 2t and Bpk and xc are similar to

F (pk, c). Let Protocol′0 (or Protocol′1) be Protocol0 (or Protocol1) whereF (·, ·) is replaced

byG(·, ·) respectively.

Step P1 P selectsσ′ ∈ {0, 1} andr ′ ∈ {0,1}m randomly. Computesc′ = Epk(σ′; r ′) and sends

c′ to V.

Step V1 V sends a random challenge bitδ ∈ {0,1} to P.

Step P2 If δ = 0, P sends pair (σ′, r ′). If δ = 1, P computesσ′′ = σ + σ′ mod 2 and sendsσ′′

to V. Let c̄ = (c+ c′) modN and runs Protocol′σ′′ on input (pk, c̄) as prover.

Step V2 If δ = 0. V accepts ifc′ = Epk(σ′; r ′), else rejects. Ifδ = 1. Run the Protocol′σ′′ on

input (pk, c̄) as verifier.

Theorem 5.3.18(Regev 04 PPK). An interactive protocol(P,V) is a proof of knowledge system

with knowledge error3/4 for RpR04. Moreover, the protocol(P,V) is a computational zero

knowledge under the assumption IuSVP.

The proofs of followingLemma 5.3.19andLemma 5.3.20are inSection 5.3.6. We need the

lemmas for larger protocol PPK.

Lemma 5.3.19.For sufficiently large n,

1. If (sk, pk) is an instance ofpR04, c = c1 + c2 modN such that D(sk, c) = 0 and c1, c2 ∈
E(pk, ·), G(pk, c) is a YES instance ofGapCVPγ.

2. Let (sk, pk) be an instance ofpR04and c ∈ {0,1, . . . ,N − 1}. If frc (c/d) > 1/8, then

G(pk, c) is a NO instance ofGapCVPγ.

Lemma 5.3.20.For sufficiently large n,

1. If (sk, pk) is an instance ofpR04, c = c1 + c2 modN such that D(sk, c) = 1 and c1, c2 ∈
E(pk, ·), G(pk, y) is a YES instance ofGapCVPγ, where y= c− ⌊

vi0/2
⌋

modN.

2. Let (sk, pk) be an instance ofpR04and c ∈ {0,1, . . . ,N − 1}. If frc (c/d) < 3/8, then

G(pk, y) is a NO instance ofGapCVPγ, where y= c− ⌊
vi0/2

⌋
modN.

Proof of Completeness.Since it is evident, we omit the proof. �

Proof of Validity with error3/4. Let pk = (a1, . . . , am, i0) be a public key of pR04. andc ∈
{0,1, . . . ,N − 1}. Let P∗ be an arbitrary prover that makeV accept with probabilityϵ + 3/4 for

ϵ > 0 on common input (pk, c).

We construct a knowledge extractorK as follows. K’s input is (pk, c). First, K choose a

random tape ofP∗. Let δ1 denotes a challenge bit in Protocol′
σ′′ . K runsP∗ three times, where
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the challenge bit are 0, (1,0) and (1,1). K obtains three viewsT0, T1, andT2. Views are in

forms thatT0 = (c′,0, σ′, r ′), T1 = (c′,1, σ′′,T′1), andT2 = (c′, 1, σ′′,T′2), whereT′1 andT′2 are

transcripts of Protocol′σ′′ thatδ1 are 0 and 1 respectively. If any one of three views is rejected,

K outputs⊥ and halts. Otherwise, i.e., three views are accepted,K obtains a vectorp that is

witness of GapCVPγ using the extractor in Protocol′0 or Protocol′1. Outputs (c′, σ′, r ′, σ′′,p)

and halts.

Note that the probabilityK does not output⊥ is at leastϵ. Therefore,K is indeed the

knowledge extractor. �

Proof of Zero-knowledge of PPK.We construct a simulatorS as follows: LetSσ is a simulator

for Protocol′σ.

Step P1 Chooses∆ ∈ {0,1} randomly (Predictor of a challenge bit). If∆ = 0, choosesσ′, r ′

randomly and computesc′ = Epk(σ′; r ′). If ∆ = 1, choosesσ′′, r ′′ randomly, computes

c̄ = Epk(σ′′; r ′′), and setsc′ = c̄− c modN. Sendsc′ to V∗.

Step V1 Receives a challenge bitδ from V∗.

Step P2, V2 If ∆ , δ, outputs⊥ and halts. If∆ = δ = 0 outputs (c′, δ, σ′, r ′). If ∆ = δ = 1,

invokeSσ′′ with input (pk, c̄). Let T = Sσ′′(pk, c̄). Outputs (c′, δ, σ′′,T) and halts.

We assume that ISVP holds, hence according to the security property of pR04 if∆ = 0 then

c′ is computationally indistinguishable from the uniform distribution on{0,1, . . . ,N − 1}; if

∆ = 0 thenc′ = c̄−c modN is also indistinguishable from the uniform distribution. Therefore,

the generated transcripts is computationally indistinguishable from a real transcript. �

5.3.6 Proof of Lemmas

Proof ofLemma 5.3.19. (1) There are two cases thatc can decrypts into 0: when bothc1 and

c2 are ciphertexts of 0 and when both are ciphertexts of 1.

Suppose thatc1, c2 ∈ E(pk,0). FromLemma 5.3.8, Dist
((

K1ci

0

)
, L(Bpk)

)
≤ t for i = 1, 2. By

Lemma 5.3.21below, Thus, forc = c1 + c2 modN, we have that

Dist

((
K1c
0

)
, L(Bpk)

)
≤ 2t + 1 ≤ 4t = t′.

Next, suppose thatc1, c2 ∈ E(pk, 1). Thus, fori = 1,2, c̄i = ci − vi0/2 modN ∈ E(pk,0).

By Lemma 5.3.21below, we have that for ¯c = c̄1 + c̄2 modN, Dist
((

K1c̄
0

)
, L(Bpk)

)
≤ 2t + 1.

Consider the vectorc = c̄+ vi0 modN. By Lemma 5.3.22, we have that

Dist

((
K1c
0

)
, L(Bpk)

)
≤ 2t + 1+

√
K2

2 + 1 ≤ 4t = t′.
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(2) Let c ∈ {0,1, . . . ,N − 1} be any ciphertext such that frc(c/d) > 1/8. LetT = γt′. Note that

T/n4 ≤ 1/8 < frc (c/d). Hence, byClaim 5.3.9Dist
((

K1c
0

)
, L(Bpk)

)
≤ T can not hold. Thus,

G(pk, c) is a NO instance of the GapCVPγ. �

Proof ofLemma 5.3.20. (1) Without a loss of generality, we suppose thatc1 ∈ E(pk,0) and

c2 ∈ E(pk,1). Sincec1 is a legal ciphertext of 0, fromLemma 5.3.8, for somep1 ∈ L(Bpk),

Dist
((

K1c1
0

)
,p1

)
≤ t. Sincec1 is a legal ciphertext of 1, fromLemma 5.3.12, for somep2 ∈

L(Bpk), Dist
((

K1(c2−vi0/2 modN)
0

)
,p2

)
≤ t. Hence, fromy = c1 + c2 − vi0/2 modN, we obtain

Dist

((
K1y
0

)
, L(Bpk)

)
≤ 2t + 1 ≤ 4t = t′

by Lemma 5.3.21.

(2) Let c ∈ {0, 1, . . . ,N − 1} be any ciphertext such that frc(c/d) < 3/8. In this case, we obtain

that frc(y/d) > 1/4 in a similar way to the proof ofLemma 5.3.12. Let T = γt′. Note that

T/n4 ≤ 1/4 < frc (y/d). Hence, byClaim 5.3.9Dist
((

K1y
0

)
, L(Bpk)

)
≤ T can not hold. Thus,

G(pk, y) is a NO instance of the GapCVPγ. �

Lemma 5.3.21. Let pk be a public key ofpR04, p1 and p2 points from L(Bpk). If

for c1, c2 ∈ {0,1, . . . ,N − 1}, Dist
((

K1c1
0

)
,p1

)
≤ d1 and Dist

((
K1c2

0

)
,p2

)
≤ d2, then

Dist
((

K1(c1+c2 modN)
0

)
, L(Bpk)

)
≤ d1 + d2 + 1.

Proof. RepresentK1(c1 + c2 modN) = K1(c1 + c2 + α1N). Since both vectorsc1 andc2 belong

to {0,1, . . . ,N − 1}, we can bound|α1| ≤ 1. Consider a vectorp = Bpk
t(α1,0, . . . , 0). Thus, we

obtain that

Dist

((
K1αN

0

)
,p

)
≤ 1.

By the triangle inequality, the lemma follows. �

Lemma 5.3.22. Let pk be a public key ofpR04 and p a point from L(Bpk). If for c ∈
{0,1, . . . ,N − 1}, Dist

((
K1c
0

)
,p

)
= d thenDist

((
K1(c+vi0 modN)

0

)
, L(Bpk)

)
≤ d +

√
K2

2 + 1.

Proof. RepresentK1(c+vi0 modN) = K1(c+vi0+α1N) for someα1 ∈ {−1,0}. Consider a vector

p′ in L(Bpk) such thatp′ = L(Bpk)
t(0, . . . , 0,1,0, . . . , 0) (with 1 at the (i0+1)-th position). By the

construction ofBpk, we have that Dist
((

K1(vi0+α1N)
0

)
,p′

)
≤

√
K2

2 + 1. By the triangle inequality,

the lemma follows. �
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5.4 A Proof of Plaintext Knowledge for the Regev’05 Cryp-

tosystem

5.4.1 The Regev’05 Cryptosystem

Although we review the Regev’05 cryptosystem inSection 3.4.1, we briefly review the

Regev’05 cryptosystem [Reg05] again.

Cryptosystem 5.4.1(R05). Let n be a security parameter (or a dimension of underlying lattice

problems). Letq be a prime andα ∈ (0,1) a real such thatαq > 2
√

n. Let m be an integer

larger than 5(n+ 1) logq.

Private Key: Chooses ∈ Zn
q uniformly at random. A private key iss.

Public Key: Choosem vectorsa1, . . . , am ∈ Zn
q independently at random. Choosee1, . . . , em ∈

Zq independently according tōΨα. Computebi = ⟨ai , s⟩ + ei modq. A public key is

{(ai ,bi)}i=1,...,m.

Encryption: Choose a random stringr ∈ {0,1}m. Letσ ∈ {0,1} be a plaintext. A ciphertext is

(
∑m

i=1 r iai modq, σ ⌊q/2⌋ +∑m
i=1 r ibi modq).

Decryption: Let (a,b) ∈ Zn
q × Zq be a received ciphertext. If|b− ⟨a, s⟩|q ≤ q/4 then decrypt

into 0, otherwise into 1.

Regev recommendedq ∈ (n2,2n2) andα = o(1/
√

n logn) to tighten the approximation

factor of underlying lattice problems.

Theorem 5.4.2([Reg05]). The security of the Regev’05 cryptosystem is based on the worst

case ofSVPÕ(n/α(n)) andSIVPÕ(n/α(n)) for polynomial-time quantum algorithms. The decryption

error probability is at most2−Ω(1/(mα2(n))) + 2−Ω(n).

We modify the key generation algorithm and parameters as follows:

Cryptosystem 5.4.3(pR05).

Parameter: Let q = Θ(n4) be a prime andm = 5(n+ 1)(logq+ 1). We also defineα = 1/m2.

Note thatqα = Θ(n2/ log2 n) > 2
√

n for sufficiently largen. Let tα = n2 logn. Note that

tα = ω(qα
√

logn).

Private Key: Same as the original one.

Public Key: Choosem vectorsa1, . . . , am ∈ Zn
q independently at random. Choosem elements

e1, . . . , em ∈ Zq independently according tōΨα. If |ei |q ≤ tα for all i then computebi =

⟨ai , s⟩ + ei modq, else re-choosee1, . . . , em. A public key is{(ai ,bi)}i=1,...,m.
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We refer this modified version as pR05. Note that the probability that there existsi such

that |ei |q > tα is negligible inn from the followingLemma 5.4.4. We also note that there exist

no decryption errors in pR05.

Lemma 5.4.4. Let n be a security parameter. Let q be a prime andα > 0 a real number

such that qα > 2
√

n. Let tα be an integer that asymptotically larger than qα
√

logn, i.e.,

tα = ω(qα
√

logn). Finally, let e be a random variable according to the distributionΨ̄α. Then,

the probability that|e|q ≥ tα is negligible in n.

Proof. By Lemma 2.3.1, we have that

Pr
e∼Ψ̄α

[|e|q ≥ tα] ≤ Pr
e′∼Ψα

[|e′| ≥ (tα − 1)/q]

≤
√

2
π

α/
√

2π
(tα − 1)/q

exp

(
− (tα − 1)2/q2

2(α/
√

2π)2

)
≤ qα
π(tα − 1)

exp

(
−π (tα − 1)2

q2α2

)
.

Since we settα = ω(qα
√

logn), we obtain exp(−ω(logn)) as the upperbound of the probability.

�

The security follows fromTheorem 5.4.2. We summarize the property of pR05 as follows.

Theorem 5.4.5.The security ofpR05is based on the worst case ofSVPÕ(n3) andSIVPÕ(n3) for

polynomial-time quantum algorithms. There exist no decryption errors.

We define the assumption ISVP as follows:

Assumption 5.4.6(Infeasibility of SVP). There exists no quantum polynomial-time algorithm

that solves SVP̃O(n3) and SIVP̃O(n3) with non-negligible probability.

5.4.2 Preliminaries for PPK

Let E(pk, σ) be a set of legal ciphertexts ofσ with a public keypk. We define a thresh-

old of GapCVP ast =
√

(n+ 1)m2 + K2
2m and an approximation factor of GapCVP as

γ =
√

2n+m+3
log (2n+m+3).

Definition 5.4.7. Let pk = {(ai ,bi)}i=1,...,m be a public key of pR05. Letc be a vector inZn+1
q .
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Define a mappingF (pk, c) = (Bpk, t, xc), wherexc =
(

K1c
0

)
∈ Z2n+m+3. Bpk ∈ Z(2n+m+3)×(n+m+2) is

Bpk =



K1qIn+1 K1(q− 1)un+1 K1v1 . . . K1vm

In+1

1

K2

. . .

K2


,

wherevi =
(
ai

bi

)
∈ Zn+1

q , K1 = n4, andK2 = n2.

From the definitions oft andγ, we have thatγt = O(n2m). We remark that, for sufficiently

largen, 4γt = O(n2m) < K1 and 4γt(1+
√

mtα/K2) = O(n2m)O(1+
√

mlogn) < O(n4) = q/8

from the definitions ofK1, K2, q, andtα.

5.4.3 From Ciphertexts to Instances of GapCVP (or Verifiable Encryp-

tion)

From Ciphertexts of 0 to Instances of GapCVP

We show thatF (·, ·) maps a valid ciphertext of 0 to a YES instance of GapCVPγ and a ciphertext

that decrypts into 1 to a NO instance of one. Hence, we have an interactive proof thatc is a

ciphertext of 0 using the MV protocol and the transformationF (·, ·).

Lemma 5.4.8.

1. For (sk, pk) andc ∈ E(pk,0), F (pk, c) is a YES instance ofGapCVPγ.

2. For any instance of(sk, pk) and c ∈ Zn+1
q such that D(sk, c) = 1, F (pk, c) is a NO

instance ofGapCVPγ.

Proof. (1) Sincec ∈ E(pk, 0), there exists a stringr ∈ {0,1}m such thatc =
∑m

i=1 r ivi modq.

Thus, there exists an integer vectorw = t(α1, . . . , αn+1,0, β1, . . . , βm), whereαi ∈ {−m, . . . , 0}
andβi ∈ {0, 1}, such thatc =

∑n+1
i=1 αiqui +

∑m
j=1 β jv j. It is evident thatBpkw ∈ L(Bpk). Hence,

we obtain that

Dist

((
K1c
0

)
, L(Bpk)

)
≤ Dist

((
K1c
0

)
,Bpkw

)

=

√√√ n+1∑
i

α2
i + K2

2

m∑
j

β2
j

≤
√

(n+ 1)m2 + K2
2m= t.
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(2) Let c =
(
a
b

)
∈ Zn+1

q be any vector which decrypts into 1. LetT = γt. From the remark, it

follows thatT(1+
√

mtα/K2) ≤ q/4 ≤ |b− ⟨a, s⟩|q. By Claim 5.4.9Dist
((

K1c
0

)
, L(Bpk)

)
≤ T can

not hold. Thus,F (pk, c) is a NO instance. �

Claim 5.4.9. Let K1 > T > 0. Let pk be a public key ofpR05andc ∈ Zn+1
q . For sufficiently

large n, ifDist
((

K1c
0

)
, L(Bpk)

)
≤ T then|b− ⟨a, s⟩|q ≤ T(1+

√
mtα/K2).

Proof. From the assumption, there exists an integer vectorw = t(α1, . . . , αn+2, β1, . . . , βm) such

that
∥∥∥∥(K1c

0

)
− Bpkw

∥∥∥∥ ≤ T. We definee = K1c − K1(q
∑n+1

i αiui + (q − 1)αn+2un+1 +
∑m

j=1 βivi).

From the construction ofBpk, we obtain that

n+2∑
i=1

α2
i + K2

2

m∑
j=1

β2
i + ∥e∥2 ≤ T2.

From the factK1 > T ande ∈ K1Z
n+1, e must be0. We note thatα2

n+2 ≤ T2. Now, recall that

c =
∑n+1

i=1 αiqui + (q− 1)αn+2un+1 +
∑m

j=1 βivi + e/K1. Therefore,

b− ⟨a, s⟩ ≡ (q− 1)αn+2 +

m∑
i=1

βibi −
m∑

i=1

βi⟨ai , s⟩ ≡ −αn+2 +

m∑
i=1

βiei (mod q).

By the Cauchy-Schwartz inequality and the upper bound of
∑
β2

i , we have
∣∣∣∑m

i=1 βiei

∣∣∣
q
≤√∑m

i=1 β
2
i

√∑m
i=1 |ei |2q ≤

√∑m
i=1 |ei |2qT/K2. Moreover, from the key generation algorithm, we

have
√∑m

i=1 |ei |2q ≤
√

mtα. Hence, by triangle inequality, we obtain|b− ⟨a, s⟩|q ≤ T(1 +
√

mtα/K2) and complete the proof. �

Protocol 5.4.10(Protocol0: proving that a ciphertext decrypts into 0). P0 andV0 denote the

prover and the verifier, respectively. The common input is a pair (pk, c), wherepk is a public

key of pR05 andc is a vector inZn+1
q . The prover’s auxiliary input isβ1, . . . , βm ∈ {0,1} such

thatc =
∑m

i=1 βivi modq.

Prover P0: Compute integersα1, . . . , αn+1 such thatc =
∑m

i=1 βivi +
∑n+1

j=1 qαiui. Invoke the

prover PMV to prove that the inputF (pk, c) is a YES instance of GapCVPγ with an

auxiliary inputBpkw, wherew = t(α1, . . . , αn+1,0, β1, . . . , βm).

Verifier V0: Invoke the verifierVMV to verify that the inputF (pk, c) is a YES instance of

GapCVPγ.

Hence we use the MV protocol, we obtain the lemma as follows.

Lemma 5.4.11.The protocol(P0,V0) is a statistical zero-knowledge protocol.
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From Ciphertexts of 1 to Instances of GapCVP

Lemma 5.4.12.Lety = c− ⌊q/2⌋ un+1 modq.

1. For (sk, pk) andc ∈ E(pk,1), F (pk, y) is a YES instance ofGapCVPγ.

2. For any instance of(sk, pk) and c ∈ Zn+1
q such that D(sk, c) = 0, F (pk, y) is a NO

instance ofGapCVPγ.

Proof. (1) Sincec is a legal ciphertext of 1,y is a legal ciphertext of 0. The proof is similar to

that ofLemma 5.4.8.

(2) We considery = c− ⌊q/2⌋ un+1 modq. In this case,D(sk, y) = 1. Therefore, we prove in a

similar way to the proof ofLemma 5.4.8. �

Protocol 5.4.13(Protocol1: proving that a ciphertext decrypts into 1). P1 andV1 denote the

prover and the verifier, respectively. The common input is a pair (pk, c), wherepk is a public

key of pR05 andc is a vector fromZn+1
q . The prover’s auxiliary input isβ1, . . . , βm ∈ {0,1} such

thatc =
∑m

i=1 βivi modq.

Prover P1: Let y = c − ⌊q/2⌋ un+1 modq. Compute integersα1, . . . , αn+1 such thatc =

⌊q/2⌋ un+1 +
∑m

i=1 βivi +
∑n+1

j=1 qαiui. Invoke the proverPMV to prove that input

F (pk, y) is a YES instance of GapCVPγ with an auxiliary inputBpkw, wherew =

t(α1, . . . , αn+1,0, β1, . . . , βm).

Verifier V1: Invoke the verifierVMV to verify that inputF (pk, y) is a YES instance of

GapCVPγ.

We obtain the following lemma in a similar way to the case of ciphertexts of 0.

Lemma 5.4.14.The protocol(P1,V1) is a statistical zero-knowledge protocol.

5.4.4 Definition of Relation

We definet′ = 4t.

Definition 5.4.15(Relation for pR05). Let pk = {(ai ,bi)}i=1,...,m be a public key of pR05. Letc

andc′ be vectors fromZn+1
q . Letσ′ andσ′′ be bits,r ′ anm-bit string, andp a vector inL(Bpk).

We say that input (pk, c) and witness (c′, σ′, r ′, σ′′,p) are inRpR05 if:

• c′ = Epk(σ′; r ′) and

• Dist
((

K1(c+c′−σ′′⌊q/2⌋un+1 modq)
0

)
, p

)
≤ γt′ (i.e.,c+ c′ modq decrypts intoσ′′.)
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Theorem 5.4.16.Let (pk, sk) be an instance ofpR05. If ((pk, c),w) ∈ RpR05 for w =

(c′, σ′, r ′, σ′′, p), thenσ′ ⊕ σ′′ = D(sk, c).

Proof. Let pk = {(ai ,bi)}i=1,...,m be a public key of pR05.

We first consider the caseσ′′ = 0. In this case, we have that an inequality

Dist

((
K1(c+ c′ modq)

0

)
,p

)
≤ γt′.

Applying Claim 5.4.9, we obtain that|b+ b′ − ⟨a+ a′, s⟩|q ≤ γt′(1+
√

mtα/K2). Suppose that

σ′ = 0. Sincec′ is a legal ciphertext,|b′ − ⟨a, s⟩|q ≤ mtα. It implies that|b− ⟨a, s⟩|q ≤ mtα +

γt′(1 +
√

mtα/K2) ≤ q/4 andD(sk, c) = 0. We also suppose thatσ′ = 1. Sincec′ is a legal

ciphertext,|b′ − ⟨a, s⟩|q ≥ q/2−mtα. It implies that|b− ⟨a, s⟩|q ≥ q/2−mtα−γt′(1+
√

mtα/K2) ≥
q/4 andD(sk, c) = 1.

Next, we consider the caseσ′′ = 1, i.e.,

Dist

((
K1(c+ c′ − ⌊q/2⌋ un+1 modq)

0

)
,p

)
≤ γt′.

Applying Claim 5.4.9, we obtain that|b+ b′ − ⌊q/2⌋ − ⟨a+ a′, s⟩|q ≤ γt′(1+
√

mtα/K2). Hence

we have|b+ b′ − ⟨a+ a′, s⟩|q ≥ q/2−γt′(1+
√

mtα/K2). Suppose thatσ′ = 0. Sincec′ is a legal

ciphertext,|b′ − ⟨a, s⟩|q ≤ mtα. It implies that|b− ⟨a, s⟩|q ≥ q/2−mtα−γt′(1+
√

mtα/K2) ≥ q/4

andD(sk, c) = 1. Next, we suppose thatσ′ = 1. Sincec′ is a legal ciphertext, we have that

|b′ − ⟨a′, s⟩|q ≥ q/2 − mtα. It implies that|b− ⟨a, s⟩|q ≤ γt′(1 +
√

mtα/K2) + mtα ≤ q/4 and

D(sk, c) = 0. We complete the proof. �

5.4.5 Main Protocol

Protocol 5.4.17(Protocol PPK). Let P andV denote the prover and the verifier, respectively.

The common input is a pair (pk, c). The auxiliary input is a pair (σ, r) such thatc = Epk(σ; r).

Define a mappingG(pk, c) = (Bpk, xc, t′) wheret′ = 4t and bothBpk andxc are similar to

F (pk, c). Let Protocol′0 (or Protocol′1) be Protocol0 (or Protocol1) whereF (·, ·) is replaced by

G(·, ·) respectively.

Step P1 P selectsσ′ ∈ {0,1} andr ′ ∈ {0,1}m randomly.P computesc′ = Epk(σ′; r ′) and sends

c′ to V.

Step V1 V sends a random challenge bitδ ∈ {0,1} to P.

Step P2 If δ = 0, P sends the pair (σ′, r ′). If δ = 1, P computesσ′′ = σ +σ′ mod 2 and sends

σ′′ to V. Let c̄ = (c+ c′) modq and runs Protocol′σ′′ on the input (pk, c̄) as the prover.

Step V2 If δ = 0, V accepts ifc′ = Epk(σ′; r ′), else rejects. Ifδ = 1, V runs the Protocol′σ′′ on

the input (pk, c̄) as the verifier.
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Theorem 5.4.18(PPK for pR05). The interactive protocol(P,V) is a proof of knowledge system

with knowledge error3/4 for RpR05. Moreover, the protocol(P,V) is a computational zero

knowledge under the assumption ISVP.

Our proof is based on the proof of Goldwasser and Kharchenko [GK05]. Before describing

the proof, we need lemmas that give the properties of the protocols.

Lemma 5.4.19.For sufficiently large n,

1. If (sk, pk) be an instance ofpR05and c = c1 + c2 modq such that D(sk, c) = 0 and

c1, c2 ∈ E(pk, ·), G(pk, c) is a YES instance ofGapCVPγ.

2. Let (sk, pk) be an instance ofpR05andc =
(
a
b

)
∈ Zn+1

q . If |b− ⟨a, s⟩|q > q/8, thenG(pk, c)

is a NO instance ofGapCVPγ.

Lemma 5.4.20.For sufficiently large n,

1. If (sk, pk) be an instance ofpR05and c = c1 + c2 modq such that D(sk, c) = 1 and

c1, c2 ∈ E(pk, ·),G(pk, y) is a YES instance ofGapCVPγ, wherey = c−⌊q/2⌋ un+1 modq.

2. Let (sk, pk) be an instance ofpR05and c =
(
a
b

)
∈ Zn+1

q . If |b− ⟨a, s⟩|q > 3q/8, then

G(pk, y) is a NO instance ofGapCVPγ, wherey = c− ⌊q/2⌋ un+1 modq.

The proofs ofLemma 5.4.19andLemma 5.4.20are inSection 5.4.6. Let us proveTheo-

rem 5.4.18.

Proof of completeness.Since it is evident, we omit the proof. �

Proof of validity with error3/4. Let pk = {(ai ,bi)}i=1,...,m be a public key of pR05 andc =

(a,b) ∈ Zn+1
q . Let P∗ be an arbitrary prover that makeV accept with probabilityϵ + 3/4 for

ϵ > 0 on the common input (pk, c).

We construct a knowledge extractorK as follows. K’s input is (pk, c). First, K chooses a

random tape ofP∗. Let δ1 denote a challenge bit in Protocol′
σ′′. K runsP∗ three times, where

the challenge bits are 0, (1,0) and (1, 1). K obtains three viewsT0, T1, andT2. Views are in

forms thatT0 = (c′,0, σ′, r ′), T1 = (c′,1, σ′′,T′1), andT2 = (c′, 1, σ′′,T′2), whereT′1 andT′2 are

transcripts of Protocol′σ′′ thatδ1 are 0 and 1 respectively. If any one of three views is rejected,

K outputs⊥ and halts. Otherwise, i.e., three views are accepted,K obtains a vectorp that is

witness of GapCVPγ using the extractor of Protocol′0 or Protocol′1. K outputs (c′, σ′, r ′, σ′′,p)

and halts.

Note that the probabilityK does not output⊥ is at leastΘ(ϵ). Therefore,K is indeed the

knowledge extractor. �
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Proof of zero-knowledge of PPK.Let Sσ′′ be a simulator for Protocol′σ′′ . We construct a simu-

latorS as follows:

Step P1 Chooses∆ ∈ {0,1} randomly (a predictor of a challenge bit). If∆ = 0, choosesσ′, r ′

randomly and computesc′ = Epk(σ′; r ′). If ∆ = 1, choosesσ′′, r ′′ randomly, computes

c̄ = Epk(σ′′; r ′′), and setsc′ = c̄− c modq. Sendsc′ to V∗.

Step V1 Receives a challenge bitδ from V∗.

Step P2, V2 If ∆ , δ, outputs⊥ and halts. If∆ = δ = 0 outputs (c′, δ, σ′, r ′). If ∆ = δ = 1,

invokeSσ′′ with input (pk, c̄). Let T = Sσ′′(pk, c̄). Outputs (c′, δ, σ′′,T) and halts.

We assume that ISVP holds, hence according to the security property of pR05 if∆ = 0

thenc′ is computationally indistinguishable from the uniform distribution onZn+1
q ; if ∆ = 0

thenc′ = c̄ − c modq is also indistinguishable from the uniform distribution. Therefore, the

generated transcripts is computationally indistinguishable from a real transcript. �

5.4.6 Proof of Lemmas

Proof ofLemma 5.4.19. (1) There are two cases thatc can decrypts into 0: when bothc1 and

c2 are ciphertexts of 0 and when both are ciphertexts of 1.

Suppose thatc1, c2 ∈ E(pk,0). FromLemma 5.4.8, Dist
((

K1ci

0

)
, L(Bpk)

)
≤ t for i = 1, 2. By

Lemma 5.4.21below, Thus, forc = c1 + c2 modq, we have that

Dist

((
K1c
0

)
, L(Bpk)

)
≤ 2t +

√
n+ 1 ≤ 4t = t′.

Next, suppose thatc1, c2 ∈ E(pk,1). Thus, fori = 1,2, c̄i = ci−⌊q/2⌋ un+1 modq ∈ E(pk,0).

By Lemma 5.4.21below, we have that for̄c = c̄1+ c̄2 modq, Dist
((

K1c̄
0

)
, L(Bpk)

)
≤ 2t+

√
n+ 1.

Consider the vectorc = c̄1+c̄2+2⌊q/2⌋ un+1 modq. Sinceq is a prime, we have 2⌊q/2⌋ = q−1.

By Lemma 5.4.22below, we have that Dist
((

K1c
0

)
, L(Bpk)

)
≤ 2t +

√
n+ 1+ 1 ≤ 4t = t′.

(2) Let c =
(
a
b

)
∈ Zn+1

q be any ciphertext such that|b− ⟨a, s⟩|q > q/8. Let T = γt′. Recall that

T(1+
√

mtα/K2) ≤ q/8 < |b− ⟨a, s⟩|q. Hence, byClaim 5.4.9Dist
((

K1c
0

)
, L(Bpk)

)
≤ T can not

hold. Thus,G(pk, c) is a NO instance of the GapCVPγ. �

Proof ofLemma 5.4.20. (1) Without loss of generality, we suppose thatc1 ∈ E(pk,0) andc2 ∈
E(pk,1). FromLemma 5.4.8andLemma 5.4.12, for somep1, p2 ∈ L(Bpk) Dist

((
K1c1

0

)
,p1

)
≤ t

and Dist
((

K1(c2−⌊q/2⌋un+1 modq)
0

)
,p2

)
≤ t. Hence, fromy = c1 + c2 − ⌊q/2⌋ un+1 modq, we obtain

Dist

((
K1y
0

)
, L(Bpk)

)
≤ 2t + 1 ≤ 4t = t′

by Lemma 5.4.21.
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(2) Let c =
(
a
b

)
∈ Zn+1

q be any ciphertext such that|b− ⟨a, s⟩|q ≤ 3q/8. Let y =
(
a′

b′

)
. In this

case, we obtain that|b′ − ⟨a′, s⟩|q ≥ q/8. Let T = γt′. Note thatT(1 +
√

mtα/K2) ≤ q/8 <

|b′ − ⟨a′, s⟩|q. Hence, byClaim 5.4.9Dist
((

K1y
0

)
, L(Bpk)

)
≤ T can not hold. Thus,G(pk, y) is a

NO instance of GapCVPγ. �

Lemma 5.4.21.Let pk be a public key ofpR05, p1 andp2 points from L(Bpk). If for c1, c2 ∈
Zn+1

q , Dist
((

K1c1
0

)
,p1

)
= d1 and Dist

((
K1c2

0

)
,p2

)
= d2, thenDist

((
K1(c1+c2 modq)

0

)
, L(Bpk)

)
≤ d1 +

d2 +
√

n+ 1.

Proof. RepresentK1(c1 + c2 modq) = K1(c1 + c2 +
∑n+1

i=1 αiqui). Since both vectorsc1 and

c2 belong to{0,1, . . . , q − 1}n+1, we can bound|αi | ≤ 1 for all i. Consider a vectorp3 =

Bpk
t(α1, . . . , αn+1,0, . . . , 0). Thus, we obtain that

Dist

((
K1

∑n+1
i=1 αiqui

0

)
,p3

)
≤

√√
n+1∑
i=1

α2
i ≤
√

n+ 1.

By the triangle inequality, the lemma follows. �

Lemma 5.4.22.Let pk be a public key ofpR05and p a point from L(Bpk). If for c ∈ Zn+1
q ,

Dist
((

K1c
0

)
,p

)
= d thenDist

((
K1(c+2⌊q/2⌋un+1 modq)

0

)
, L(Bpk)

)
≤ d + 1.

Proof. Sinceq is an odd prime, we have that 2⌊q/2⌋ = q−1. RepresentK1(c+ (q−1)un+1 mod

q) = K1(c + (q − 1)un+1 + αn+2(q − 1)un+1) for someα ∈ {−1, 0}. Consider a vectorp′ in

L(Bpk) such thatp′ = L(Bpk)
t(0, . . . , 0, αn+2,0, . . . , 0) (with 1 at the (n + 2)-th position). By

the construction ofBpk, we have that Dist
((

K1((q−1)un+1+αn+2(q−1)un+1)
0

)
, L(Bpk)

)
≤ 1. By the triangle

inequality, the lemma follows. �

5.5 Concluding Remarks

In this chapter we have constructed proofs of plaintext knowledge for pR04 and pR05.

We list up a few open problems: Verifiable decryption for the lattice-based cryptosystems

and non-malleable proofs for plaintext knowledge for the lattice-based cryptosystems. The for-

mer has many applications. The latter are sources of interactive CCA2-secure cryptosystems.
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[Ajt96a] Mikl ós Ajtai. Generating hard instances of lattice problems.Electronic Collo-

quium on Computational Complexity (ECCC), 3(007), 1996.
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